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FROM THE PREFACE TO THE FIRST
ENGLISH EDITION

THE present book is one of the series on Theoretical Physics, in which
we endeavour to give an up-to-date account of various departments of that
science. The complete series will contain the following nine volumes:

1. Mechanics.
The classical theory of fields.
Quantum mechanics (non-relativistic theory).

Relativistic quantum theory.

S

Statistical physics.

R

Fluid mechanics.

7. Theory of elasticity.

8. Electrodynamics of continuous media.
9. Physical kinetics.

Of these, volumes 4 and 9 remain to be written.

The scope of modern theoretical physics is very wide, and we have, of
course, made no attempt to discuss in these books all that is now included in
the subject. One of the principles which guided our choice of material was not
to deal with those topics which could not properly be expounded without at
the same time giving a detailed account of the existing experimental results.
For this reason the greater part of nuclear physics, for example, lies outside
the scope of these books. Another principle of selection was not to discuss
very complicated applications of the theory. Both these criteria are, of course,
to some extent subjective.

We have tried to deal as fully as possible with those topics that are
included. For this reason we do not, as a rule, give references to the original
papers, but simply name their authors. We give bibliographical references
only to work which contains matters not fully expounded by us, which by

vii



viii . FROM THE PREFACE TO THE FIRST ENGLISH EDITION

their complexity lie “on the borderline” as regards selection or rejection.
We have tried also to indicate sources of material which might be of use
for reference. Even with these limitations, however, the bibliography given
makes no pretence of being exhaustive.

We attempt to discuss general topics in such a way that the physical
significance of the theory is exhibited as clearly as possible, and then to build
up the mathematical formalism. In doing so, we do not aim at “mathematical
rigour” of exposition, which in theoretical physics often amounts to self-
deception.

The present volume is devoted to non-relativistic quantum mechanics.
By “relativistic theory” we here mean, in the widest sense, the theory of
all quantum phenomena which significantly depend on the velocity of light.
The volume on this subject (volume 4) will therefore contain not only Dirac’s
relativistic theory and what is now known as quantum electrodynamics, but
also the whole of the quantum theory of radiation.

L.D. LANDAU and E.M. LIFSHITZ, Institute of Physical Problems, USSR
Academy of Sciences
August 1956



PREFACE TO THE SECOND ENGLISH
EDITION

FOR this second edition the book has been considerably revised and
enlarged, but the general plan and style remain as before. Every chapter has
been revised. In particular, extensive changes have been made in the sections
dealing with the theory of the addition of angular momenta and with collision
theory. A new chapter on nuclear structure has been added; in accordance
with the general plan of the course, the subjects in question are discussed
only to the extent that is proper without an accompanying detailed analysis
of the experimental results.

We should like to express our thanks to all our many colleagues whose
comments have been utilized in the revision of the book. Numerous com-
ments were received from V. L. Ginzburg and Ya. A. Smorodinskii. We are
especially grateful to L. P. Pitaevskii for the great help which he has given
in checking the formulae and the problems.

Our sincere thanks are due to Dr. Sykes and Dr. Bell, who not only
translated excellently both the first and the second edition of the book, but
also made a number of useful comments and assisted in the detection of
various misprints in the first edition.

Finally, we are grateful to the Pergamon Press, which always acceded to
our requests during the production of the book.

L.D. LANDAU and E.M. LIFSHITZ
October 1964
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PREFACE TO THE THIRD RUSSIAN
EDITION

THE previous edition of this volume was the last book on which I worked
together with my teacher L. D. Landau. The revision and expansion that we
then carried out was very considerable, and affected every chapter.

For the third edition, naturally, much less revision was needed. Never-
theless, a fair amount of new material has been added, including some more
problems, and relating both to recent research and to earlier results that have
now become of greater significance.

Landau’s astonishing grasp of theoretical physics often enabled him to
dispense with any consultation of original papers: he was able to derive
results by methods of his own choice. This may have been the reason why
our book did not contain certain necessary references to other authors. In the
present edition, I have tried to supply them as far as possible. I have also
added references to the work of Landau himself where we describe results
or methods that are due to him personally and have not been published
elsewhere.

As when dealing with the revision of other volumes in the Course of
Theoretical Physics, I have had the assistance of numerous colleagues who
informed me either of deficiencies in the treatment given previously, or of new
material that should be added. Many useful suggestions incorporated in this
book have come from A. M. Brodskii, G. F. Drukarev, I. G. Kaplan, V. P.
Krainov, I. B. Levinson, P. E. Nemirovskii, V. L. Pokrovskii, I. I. Sobel'man,
and [. S. Shapiro. My sincere thanks are due to all of these.

The whole of the work on revising this volume has been done in close
collaboration with L. P. Pitaevskii. In him I have had the good fortune to
find a fellow-worker who has passed likewise through the school of Landau
and is inspired by the same ideals in the service of science.

E.M. LIFSHITZ, Moscow
November 1973
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EDITOR’S PREFACE TO THE FOURTH
RUSSIAN EDITION

IN this edition of Quantum Mechanics some misprints and errors noted
since the publication of the third edition have been corrected. Some small
improvements have also been made, and several problems have been added.

I am grateful to all readers who have provided me with comments.

L.P. PITAEVSKI, May 1988
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NOTATION

-~

Operators are denoted by a circumflex: f

dV volume element in coordinate space

dg element in configuration space

d3p element in momentum space

frm = fmn = (n]f|m) matrix elements of the quantity f (see definition
in §11)

o wym = (E,E,,)/h transition frequency

{fA, §} = f/g\ — /g\f commutator of two operators

H Hamiltonian

0; phase shifts of wave functions

Atomic and Coulomb units (see beginning of §36)

Vector and tensor indices are denoted by Latin letters ¢, k, [

eir antisymmetric unit tensor (see §26)

References to other volumes in the Course of Theoretical Phyncs:

— Mechanics = Vol. 1 (Mechanics, third English edition, 1976).

— Fields = Vol. 2 (The Classical Theory of Fields, fourth English
edition, 1975).

— RQT or Relativistic Quantum Theory = Vol. 4 (Relativistic Quan-
tum Theory, first English edition, Part 1, 1971; Part 2, 1974); the
second English edition appeared in one volume as Quantum Elec-
trodynamics, 1982.

All are published by Pergamon Press.
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CHAPTER 1

THE BASIC CONCEPTS OF QUANTUM
MECHANICS

§ 1. The uncertainty principle

When we attempt to apply classical mechanics and electrodynamics to
explain atomic phenomena, they lead to results which are in obvious conflict
with experiment. This is very clearly seen from the contradiction obtained
on applying ordinary electrodynamics to a model of an atom in which the
electrons move round the nucleus in classical orbits. During such motion,
as in any accelerated motion of charges, the electrons would have to emit
electromagnetic waves continually. By this emission, the electrons would lose
their energy, and this would eventually cause them to fall into the nucleus.
Thus, according to classical electrodynamics, the atom would be unstable,
which does not at all agree with reality.

This marked contradiction between theory and experiment indicates that
the construction of a theory applicable to atomic phenomena—that is, phe-
nomena occurring in particles of very small mass at very small distances—
demands a fundamental modification of the basic physical concepts and laws.

As a starting-point for an investigation of these modifications, it is con-
venient to take the experimentally observed phenomenon known as electron
diffraction.') Tt is found that, when a homogeneous beam of electrons passes
through a crystal, the emergent beam exhibits a pattern of alternate maxima
and minima of intensity, wholly similar to the diffraction pattern observed in
the diffraction of electromagnetic waves. Thus, under certain conditions, the
behaviour of material particles—in this case, the electrons—displays features
belonging to wave processes.

1) The phenomenon of electron diffraction was in fact discovered after quantum mechan-
ics was invented. In our discussion, however, we shall not adhere to the historical sequence
of development of the theory, but shall endeavour to construct it in such a way that the
connection between the basic principles of quantum mechanics and the experimentally
observed phenomena is most clearly shown.



2 THE UNCERTAINTY PRINCIPLE §1

How markedly this phenomenon contradicts the usual ideas of motion is
best seen from the following imaginary experiment, an idealization of the
experiment of electron diffraction by a crystal. Let us imagine a screen im-
permeable to electrons, in which two slits are cut. On observing the passage
of a beam of electrons?) through one of the slits, the other being covered,
we obtain, on a continuous screen placed behind the slit, some pattern of
intensity distribution; in the same way, by uncovering the second slit and
covering the first, we obtain another pattern. On observing the passage of
the beam through both slits, we should expect, on the basis of ordinary clas-
sical ideas, a pattern which is a simple superposition of the other two: each
electron, moving in its path, passes through one of the slits and has no effect
on the electrons passing through the other slit. The phenomenon of electron
diffraction shows, however, that in reality we obtain a diffraction pattern
which, owing to interference, does not at all correspond to the sum of the
patterns given by each slit separately. It is clear that this result can in no
way be reconciled with the idea that electrons move in paths.

Thus the mechanics which governs atomic phenomena—quantum me-
chanics or wave mechanics—must be based on ideas of motion which are
fundamentally different from those of classical mechanics. In quantum me-
chanics there is no such concept as the path of a particle. This forms the
content of what is called the uncertainty principle, one of the fundamental
principles of quantum mechanics, discovered by W. Heisenberg in 1927.%)

In that it rejects the ordinary ideas of classical mechanics, the uncertainty
principle might be said to be negative in content. Of course, this principle
in itself does not suffice as a basis on which to construct a new mechanics
of particles. Such a theory must naturally be founded on some positive
assertions, which we shall discuss below (§2). However, in order to formulate
these assertions, we must first ascertain the statement of the problems which
confront quantum mechanics. To do so, we first examine the special nature
of the interrelation between quantum mechanics and classical mechanics.
A more general theory can usually be formulated in a logically complete
manner, independently of a less general theory which forms a limiting case
of it. Thus, relativistic mechanics can be constructed on the basis of its own
fundamental principles, without any reference to Newtonian mechanics. It is
in principle impossible, however, to formulate the basic concepts of quantum

2) The beam is supposed so rarefied that the interaction of the particles in it plays no
part.

3) It is of interest to note that the complete mathematical formalism of quantum me-
chanics was constructed by W. Heisenberg and E. Schrédinger in 1925-6, before the dis-
covery of the uncertainty principle, which revealed the physical content of this formalism.
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mechanics without using classical mechanics. The fact that an electron®)
has no definite path means that it has also, in itself, no other dynamical
characteristics®) . Hence it is clear that, for a system composed only of
quantum objects, it would be entirely impossible to construct any logically
independent mechanics. The possibility of a quantitative description of the
motion of an electron requires the presence also of physical objects which
obey classical mechanics to a sufficient degree of accuracy. If an electron
interacts with such a “classical object”, the state of the latter is, generally
speaking, altered. The nature and magnitude of this change depend on the
state of the electron, and therefore may serve to characterize it quantitatively.

In this connection the “classical object” is usually called apparatus, and its
interaction with the electron is spoken of as measurement. However, it must
be emphasized that we are here not discussing a process of measurement
in which the physicist-observer takes part. By measurement, in quantum
mechanics, we understand any process of interaction between classical and
quantum objects, occurring apart from and independently of any observer.
The importance of the concept of measurement in quantum mechanics was
elucidated by N. Bohr.

We have defined “apparatus” as a physical object which is governed, with
sufficient accuracy, by classical mechanics. Such, for instance, is a body of
large enough mass. However, it must not be supposed that apparatus is
necessarily macroscopic. Under certain conditions, the part of apparatus
may also be taken by an object which is microscopic, since the idea of “with
sufficient accuracy” depends on the actual problem proposed. Thus, the
motion of an electron in a Wilson chamber is observed by means of the
cloudy track which it leaves, and the thickness of this is large compared with
atomic dimensions; when the path is determined with such low accuracy, the
electron is an entirely classical object.

Thus quantum mechanics occupies a very unusual place among physical
theories: it contains classical mechanics as a limiting case, yet at the same
time it requires this limiting case for its own formulation.

We may now formulate the problem of quantum mechanics. A typical
problem consists in predicting the result of a subsequent measurement from
the known results of previous measurements. Moreover, we shall see later
that, in comparison with classical mechanics, quantum mechanics, generally
speaking, restricts the range of values which can be taken by various physical

4) In this and the following sections we shall, for brevity, speak of “an electron”, meaning
in general any object of a quantum nature, i.e. a particle or system of particles obeying
quantum mechanics and not classical mechanics.

%) We refer to quantities which characterize the motion of the electron, and not to those,
such as the charge and the mass, which relate to it as a particle; these are parameters.



4 THE UNCERTAINTY PRINCIPLE §1

quantities (for example, energy): that is, the values which can be obtained
as a result of measuring the quantity concerned. The methods of quantum
mechanics must enable us to determine these admissible values.

The measuring process has in quantum mechanics a very important prop-
erty: it always affects the electron subjected to it, and it is in principle
impossible to make its effect arbitrarily small, for a given accuracy of mea-
surement. The more exact the measurement, the stronger the effect exerted
by it, and only in measurements of very low accuracy can the effect on the
measured object be small. This property of measurements is logically related
to the fact that the dynamical characteristics of the electron appear only as a
result of the measurement itself. It is clear that, if the effect of the measuring
process on the object of it could be made arbitrarily small, this would mean
that the measured quantity has in itself a definite value independent of the
measurement.

Among the various kinds of measurement, the measurement of the co-
ordinates of the electron plays a fundamental part. Within the limits of
applicability of quantum mechanics, a measurement of the coordinates of an
electron can always be performed®) with any desired accuracy.

Let us suppose that, at definite time intervals At, successive measure-
ments of the coordinates of an electron are made. The results will not in
general lie on a smooth curve. On the contrary, the more accurately the
measurements are made, the more discontinuous and disorderly will be the
variation of their results, in accordance with the non-existence of a path of
the electron. A fairly smooth path is obtained only if the coordinates of the
electron are measured with a low degree of accuracy, as for instance from the
condensation of vapour droplets in a Wilson chamber.

If now, leaving the accuracy of the measurements unchanged, we dimin-
ish the intervals At between measurements, then adjacent measurements, of
course, give neighbouring values of the coordinates. However, the results of a
series of successive measurements, though they lie in a small region of space,
will be distributed in this region in a wholly irregular manner, lying on no
smooth curve. In particular, as At tends to zero, the results of adjacent
measurements by no means tend to lie on one straight line.

This circumstance shows that, in quantum mechanics, there is no such
concept as the velocity of a particle in the classical sense of the word, i.e. the
limit to which the difference of the coordinates at two instants, divided by
the interval At between these instants, tends as At tends to zero. However,

6) Once again we emphasize that, in speaking of “performing a measurement”, we refer
to the interaction of an electron with a classical “apparatus”, which in no way presupposes
b)
the presence of an external observer.



Chap. I THE BASIC CONCEPTS OF QUANTUM MECHANICS 5

we shall see later that in quantum mechanics, nevertheless, a reasonable def-
inition of the velocity of a particle at a given instant can be constructed, and
this velocity passes into the classical velocity as we pass to classical mechan-
ics. But whereas in classical mechanics a particle has definite coordinates
and velocity at any given instant, in quantum mechanics the situation is en-
tirely different. If, as a result of measurement, the electron is found to have
definite coordinates, then it has no definite velocity whatever. Conversely,
if the electron has a definite velocity, it cannot have a definite position in
space. For the simultaneous existence of the coordinates and velocity would
mean the existence of a definite path, which the electron has not. Thus, in
quantum mechanics, the coordinates and velocity of an electron are quan-
tities which cannot be simultaneously measured exactly, i.e. they cannot
simultaneously have definite values. We may say that the coordinates and
velocity of the electron are quantities which do not exist simultaneously. In
what follows we shall derive the quantitative relation which determines the
possibility of an inexact measurement of the coordinates and velocity at the
same instant.

A complete description of the state of a physical system in classical me-
chanics is effected by stating all its coordinates and velocities at a given
instant; with these initial data, the equations of motion completely deter-
mine the behaviour of the system at all subsequent instants. In quantum
mechanics such a description is in principle impossible, since the coordinates
and the corresponding velocities cannot exist simultaneously. Thus a de-
scription of the state of a quantum system is effected by means of a smaller
number of quantities than in classical mechanics, i.e. it is less detailed than
a classical description.

A very important consequence follows from this regarding the nature of
the predictions made in quantum mechanics. Whereas a classical description
suffices to predict the future motion of a mechanical system with complete
accuracy, the less detailed description given in quantum mechanics evidently
cannot be enough to do this. This means that, even if an electron is in a
state described in the most complete manner possible in quantum mechanics,
its behaviour at subsequent instants is still in principle uncertain. Hence
quantum mechanics cannot make completely definite predictions concerning
the future behaviour of the electron. For a given initial state of the electron,
a subsequent measurement can give various results. The problem in quantum
mechanics consists in determining the probability of obtaining various results
on performing this measurement. It is understood, of course, that in some
cases the probability of a given result of measurement may be equal to unity,
i.e. certainty, so that the result of that measurement is unique.

All measuring processes in quantum mechanics may be divided into two
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classes. In one, which contains the majority of measurements, we find those
which do not, in any state of the system, lead with certainty to a unique
result. The other class contains measurements such that for every possible
result of measurement there is a state in which the measurement leads with
certainty to that result. These latter measurements, which may be called
predictable, play an important part in quantum mechanics. The quantitative
characteristics of a state which are determined by such measurements are
what are called physical quantities in quantum mechanics. If in some state a
measurement gives with certainty a unique result, we shall say that in this
state the corresponding physical quantity has a definite value. In future we
shall always understand the expression “physical quantity” in the sense given
here.

We shall often find in what follows that by no means every set of physical
quantities in quantum mechanics can be measured simultaneously, i.e. can
all have definite values at the same time. We have already mentioned one
example, namely the velocity and coordinates of an electron. An important
part is played in quantum mechanics by sets of physical quantities having
the following property: these quantities can be measured simultaneously, but
if they simultaneously have definite values, no other physical quantity (not
being a function of these) can have a definite value in that state. We shall
speak of such sets of physical quantities as complete sets.

Any description of the state of an electron arises as a result of some mea-
surement. We shall now formulate the meaning of a complete description of
a state in quantum mechanics. Completely described states occur as a result
of the simultaneous measurement of a complete set of physical quantities.
From the results of such a measurement we can, in particular, determine the
probability of various results of any subsequent measurement, regardless of
the history of the electron prior to the first measurement.

From now on (except in §14) we shall understand by the states of a
quantum system just these completely described states.

§ 2. The principle of superposition

The radical change in the physical concepts of motion in quantum me-
chanics as compared with classical mechanics demands, of course, an equally
radical change in the mathematical formalism of the theory. We must there-
fore consider first of all the way in which states are described in quantum
mechanics.

We shall denote by ¢ the set of coordinates of a quantum system, and by
dg the product of the differentials of these coordinates. This dgq is called an
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element of volume in the configuration space of the system; for one particle,
dg coincides with an element of volume dV in ordinary space.

The basis of the mathematical formalism of quantum mechanics lies in
the proposition that the state of a system can be described by a definite
(in general complex) function W(q) of the coordinates. The square of the
modulus of this function determines the probability distribution of the values
of the coordinates: |¥|?dq is the probability that a measurement performed
on the system will find the values of the coordinates to be in the element
dg of configuration space. The function ¥ is called the wave function of the
system.”)

A knowledge of the wave function allows us, in principle, to calculate
the probability of the various results of any measurement (not necessarily of
the coordinates) also. All these probabilities are determined by expressions
bilinear in ¥ and ¥*. The most general form of such an expression is

/ / () ¥ (¢ o, ¢ )dadd, (2.1)

where the function (g, q) depends on the nature and the result of the mea-
surement, and the integration is extended over all configuration space. The
probability WW* of various values of the coordinates is itself an expression of
this type.®)

The state of the system, and with it the wave function, in general varies
with time. In this sense the wave function can be regarded as a function of
time also. If the wave function is known at some initial instant, then, from
the very meaning of the concept of complete description of a state, it is in
principle determined at every succeeding instant. The actual dependence of
the wave function on time is determined by equations which will be derived
later.

The sum of the probabilities of all possible values of the coordinates of
the system must, by definition, be equal to unity. It is therefore necessary
that the result of integrating |¥|? over all configuration space should be equal
to unity:

/|\IJ|2dq =1 (2.2)

This equation is what is called the normalization condition for wave func-
tions. If the integral of |¥|? converges, then by choosing an appropriate

) It was first introduced into quantum mechanics by Schrédinger in 1926.

8) It is obtained from (2.1) when ¢(q, q) = d(q — q0)6(q — qo), where & denotes the delta
function, defined in §5 below; go denotes the value of the coordinates whose probability is
required.
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constant coefficient the function ¥ can always be, as we say, normalized.
However, we shall see later that the integral of |¥|> may diverge, and then ¥
cannot be normalized by the condition (2.2). In such cases |¥|* does not, of
course, determine the absolute values of the probability of the coordinates,
but the ratio of the values of |¥|? at two different points of configuration
space determines the relative probability of the corresponding values of the
coordinates.

Since all quantities calculated by means of the wave function, and having a
direct physical meaning, are of the form (2.1), in which ¥ appears multiplied
by W* it is clear that the normalized wave function is determined only to
within a constant phase factor of the form e'® (where « is any real number).
This indeterminacy is in principle irremovable; it is, however, unimportant,
since it has no effect upon any physical results.

The positive content of quantum mechanics is founded on a series of
propositions concerning the properties of the wave function. These are as
follows.

Suppose that, in a state with wave function ¥;(g), some measurement
leads with certainty to a definite result (result 1), while in a state with Ws(q)
it leads to result 2. Then it is assumed that every linear combination of
U, and Wy, i.e. every function of the form c¢;¥;(q) + caWa(q) (where ¢; and
¢ are constants), gives a state in which that measurement leads to either
result 1 or result 2. Moreover, we can assert that, if we know the time
dependence of the states, which for the one case is given by the function
U (q,t), and for the other by Wy(q,t), then any linear combination also gives
a possible dependence of a state on time. These propositions constitute what
is called the principle of superposition of states, the chief positive principle
of quantum mechanics. In particular, it follows from this principle that all
equations satisfied by wave functions must be linear in W.

Let us consider a system composed of two parts, and suppose that the
state of this system is given in such a way that each of its parts is completely
described.”) Then we can say that the probabilities of the coordinates ¢; of
the first part are independent of the probabilities of the coordinates g, of the
second part, and therefore the probability distribution for the whole system
should be equal to the product of the probabilities of its parts. This means
that the wave function Wi5(qq, ¢q2) of the system can be represented in the

9) This, of course, means that the state of the whole system is completely described
also. However, we emphasize that the converse statement is by no means true: a complete
description of the state of the whole system does not in general completely determine the
states of its individual parts (see also §14).
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form of a product of the wave functions Wy (q;) and Ws(gs) of its parts:

U15(q1,q2) = Vi(q1)Va(g2). (2.3)

If the two parts do not interact, then this relation between the wave function
of the system and those of its parts will be maintained at future instants
also, i.e. we can write

ia2(q1, g2, 1) = Wi(q1, 1) P2(qe, t). (2.4)

§ 3. Operators

Let us consider some physical quantity f which characterizes the state of
a quantum system. Strictly, we should speak in the following discussion not
of one quantity, but of a complete set of them at the same time. However, the
discussion is not essentially changed by this, and for brevity and simplicity
we shall work below in terms of only one physical quantity.

The values which a given physical quantity can take are called in quantum
mechanics its eigenvalues, and the set of these is referred to as the spectrum of
eigenvalues of the given quantity. In classical mechanics, generally speaking,
quantities run through a continuous series of values. In quantum mechanics
also there are physical quantities (for instance, the coordinates) whose eigen-
values occupy a continuous range; in such cases we speak of a continuous
spectrum of eigenvalues. As well as such quantities, however, there exist in
quantum mechanics others whose eigenvalues form some discrete set; in such
cases we speak of a discrete spectrum.

We shall suppose for simplicity that the quantity f considered here has a
discrete spectrum; the case of a continuous spectrum will be discussed in §5.
The eigenvalues of the quantity f are denoted by f,,, where the suffix n takes
the values 0,1,2,3,..... We also denote the wave function of the system, in
the state where the quantity f has the value f,,, by ¥,,. The wave functions
U, are called the eigenfunctions of the given physical quantity f. Each of
these functions is supposed normalized, so that

/|\I/n|2dq =1. (3.1)

If the system is in some arbitrary state with wave function ¥, a measurement
of the quantity f carried out on it will give as a result one of the eigenvalues
fn- In accordance with the principle of superposition, we can assert that
the wave function ¥ must be a linear combination of those eigenfunctions
W,, which correspond to the values f, that can be obtained, with probability
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different from zero, when a measurement is made on the system and it is in
the state considered. Hence, in the general case of an arbitrary state, the
function ¥ can be represented in the form of a series

U=> a0, (3.2)

where the summation extends over all n, and the a,, are some constant coef-
ficients.

Thus we reach the conclusion that any wave function can be, as we say,
expanded in terms of the eigenfunctions of any physical quantity. A set
of functions in terms of which such an expansion can be made is called a
complete (or closed) set.

The expansion (3.2) makes it possible to determine the probability of
finding (i.e. the probability of getting the corresponding result on measure-
ment), in a system in a state with wave function W, any given value f,, of the
quantity f. For, according to what was said in the previous section, these
probabilities must be determined by some expressions bilinear in ¥ and ¥*,
and therefore must be bilinear in a,, and a;. Furthermore, these expressions
must, of course, be positive. Finally, the probability of the value f,, must
become unity if the system is in a state with wave function ¥ = ¥, and
must become zero if there is no term containing W, in the expansion (3.2) of
the wave function W. The only essentially positive quantity satisfying these
conditions is the square of the modulus of the coefficient a,,. Thus we reach
the result that the squared modulus |a,|? of each coefficient in the expansion
(3.2) determines the probability of the corresponding value f,, of the quan-
tity f in the state with wave function ¥. The sum of the probabilities of all
possible values f,, must be equal to unity; in other words, the relation

Z|an|2 =1 (3.3)

must hold.

If the function ¥ were not normalized, then the relation (3.3) would not
hold either. The sum > |a,|* would then be given by some expression bilinear
in U and U*, and becoming unity when ¥ was normalized. Only the integral
[ ¥U*dq is such an expression. Thus the equation

Zana; = /\I/\IJ*dq (3.4)

must hold.
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On the other hand, multiplying by ¥ the expansion of the function ¥*
(the complex conjugate of ¥), and integrating, we obtain

/ Trdg =) / U* Wdg.

Comparing this with (3.4), we have

Z ana, = Z ay / U Udg,

from which we derive the following formula determining the coefficients a,,
in the expansion of the function ¥ in terms of the eigenfunctions ¥,,:

a, = /\II\II:iqu. (3.5)

If we substitute here from (3.2), we obtain

Ap = Zam/\lim\lf:;dq

from which it is evident that the eigenfunctions must satisfy the conditions

/ U, 0t dg = b (3.6)

where d,,, = 1 for n = m and 0, = 0 for n # m. The fact that the integrals
of the products ¥, ¥ with n # m vanish is called the orthogonality of the
functions W,. Thus the set of eigenfunctions ¥, forms a complete set of
normalized and orthogonal (or, for brevity, orthonormal) functions.

We shall now introduce the concept of the mean value f of the quantity
f in the given state. In accordance with the usual definition of mean values,
we define f as the sum of all the eigenvalues f, of the given quantity, each
multiplied by the corresponding probability |a,|*. Thus

F=>" falanl. (3.7)

We shall write f in the form of an expression which does not contain the
coefficients a,, in the expansion of the function ¥, but this function itself.
Since the products a,a,* appear in (3.7), it is clear that the required expres-
sion must be bilinear in ¥ and ¥*. We introduce a mathematical operator,
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which we denotem) by f and define as follows. Let (fA\If) denote the result

of the operator f acting on the function ¥. We define f in such a way that
the integral of the product of (fU) and the complex conjugate function W*
is equal to the mean value f:

- / u* (F)dg. (3.8)

It is easily seen that, in the general case, the operator fis a linear'') integral
operator. For, using the expression (3.5) for a,, we can rewrite the definition
(3.7) of the mean value in the form

T=Y" fuana; = / V(> anfaln)dg

n

Comparing this with (3.8), we see that the result of the operator facting on
the function ¥ has the form

(f\Ij) = Z U fr W (3.9)

n

If we substitute here the expression (3.5) for a,,, we find that f is an integral
operator of the form

(fo) = /K q,4')¥(q")dq, (3.10)
where the function K(q,q') (called the kernel of the operator) is

an Pn(q). (3.11)

Thus, for every physical quantity in quantum mechanics, there is a definite
corresponding linear operator.

It is seen from (3.9) that, if the function ¥ is one of the eigenfunctions
U, (so that all the an except one are zero), then, when the operator f acts
on it, this function is simply multiplied by the corresponding eigenvalue f,,:

U, = £,9,. (3.12)

10) By convention, we shall always denote operators by letters with circumflexes.
1) An operator is said to be linear if it has the properties

F(Uy 4+ Wy) = F(U1) + f(Us) and f(a¥) = af¥

where ¥; and ¥y are arbitrary functions and «a is an arbitrary constant.
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(In what follows we shall always omit the parentheses in the expression (f\i'),
where this cannot cause any misunderstanding; the operator is taken to act
on the expression which follows it.) Thus we can say that the eigenfunctions
of the given physical quantity f are the solutions of the equation

fo = fo,

where f is a constant, and the eigenvalues are the values of this constant for
which the above equation has solutions satisfying the required conditions.
As we shall see below, the form of the operators for various physical quan-
tities can be determined from direct physical considerations, and then the
above property of the operators enables us to find the eigenfunctions and
eigenvalues by solving the equations f¥ = fW.

Both the eigenvalues of a real physical quantity and its mean value in
every state are real. This imposes a restriction on the corresponding opera-
tors. Equating the expression (3.8) to its complex conjugate, we obtain the
relation

[vGwig= [ v (3.13)

where f* denotes the operator which is the complex conjugate of ]?12) This
relation does not hold in general for an arbitrary linear operator, so that it
is a restriction on the form of the operator f For an arbitrary operator f

we can find what is called the transposed operator f , defined in such a way
that

[oFwaa= [u(Geu (3.14)

where ¥ and ® are two different functions. If we take, as the function ®, the
function ¥U* which is the complex conjugate of ¥, then a comparison with
(3.13) shows that we must have

F=7 (3.15)

Operators satisfying this condition are said to be Hermitian.'®) Thus the op-
erators corresponding, in the mathematical formalism of quantum mechanics,
to real physical quantities must be Hermitian.

We can formally consider complex physical quantities also, i.e. those
whose eigenvalues are complex. Let f be such a quantity. Then we can

12) By definition, if for the operator f we have f\I/ = ¢, then the complex conjugate
operator f* is that for which we have f = p*,

13) For a linear integral operator of the form (3.10), the Hermitian condition means that
the kernel of the operator must be such that K(q,q) = K*(q,q).
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introduce its complex conjugate quantity f*, whose eigenvalues are the com-
plex conjugates of those of f. We denote byj?r the operator corresponding to
the quantity f*. It is called the Hermitian conjugate of the operator f and,
in general, will be different from the definition of the operator f*: the mean
value of the quantity f* in a state W is

F:/mﬁ@@.
We also have
()" = { / qf*qudq]*
:/wﬁwmq
:/wﬁﬁmq

Equating these two expressions gives

~*
=2

=7, (3.16)

from which it is clear that ff is in general not the same as f*
The condition (3.15) can now be written

F=1r, (3.17)

i.e. the operator of a real physical quantity is the same as its Hermitian
conjugate (Hermitian operators are also called self-conjugate).

We shall show how the orthogonality of the eigenfunctions of an Hermitian
operator corresponding to different eigenvalues can be directly proved. Let
fn and f,, be two different eigenvalues of the real quantity f, and ¥,, ¥,,
the corresponding eigenfunctions:

Multiplying both sides of the first of these equations by ¥’ . and both

sides of the complex conjugate of the second by W,,, and subtracting corre-
sponding terms, we find

U0, — U, U = (fo — fr) 0,07

We integrate both sides of this equation over ¢. Since f* = f, by (3.14) the
integral on the left-hand side of the equation is zero, so that we have

(fn_fm)/an\l]:ndq:o
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whence, since f,, # f.,, we obtain the required orthogonality property of the
functions ¥,, and ¥,,.

We have spoken here of only one physical quantity f, whereas, as we
said at the beginning of this section, we should have spoken of a complete
set of simultaneously measurable physical quantities. We should then have
found that to each of these quantities f, g,... there corresponds its operator
f,q,.... The eigenfunctions ¥, then correspond to states in which all the
quantities concerned have definite values, i.e. they correspond to definite
sets of eigenvalues f,, g, ..., and are simultaneous solutions of the system
of equations

fU=fU, GU=gqg¥,. ...

§ 4. Addition and multiplication of operators

If J? and g are the operators corresponding to two physical quantities
f and g, the sum f + ¢ has a corresponding operator f + g. However,
the significance of adding different physical quantities in quantum mechanics
depends considerably on whether the quantities are or are not simultaneously
measurable. If f and ¢ are simultaneously measurable, the operators f and
g have common eigenfunctions, which are also eigenfunctions of the operator
f+79, and the eigenvalues of the latter operator are equal to the sums f, + g,,.
But if f and g cannot simultaneously take definite values, their sum f + ¢
has a more restricted significance. We can assert only that the mean value
of this quantity in any state is equal to the sum of the mean values of the
separate quantities:

f+9=f+7 (4.1)

The eigenvalues and eigenfunctions of the operator f+§ will not, in general,
now bear any relation to those of the quantities f and g. It is evident that,
if the operators f and g are Hermitian, the operator f + g will be so too, so
that its eigenvalues are real and are equal to those of the new quantity f +g¢g
thus defined.

The following theorem should be noted. Let f; and gy be the smallest
eigenvalues of the quantities f and g, and (f + g)o that of the quantity f+ g.
Then

(f+9)o = fo+ g (4.2)
The equality holds if f and g can be measured simultaneously. The proof

follows from the obvious fact that the mean value of a quantity is always
greater than or equal to its least eigenvalue. In a state in which the quantity
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f + ¢ has the value (f + g)o we have f +¢ = (f + g)o , and since, on the
other hand, f+¢g= f +7 > fo + go, we arrive at the inequality (4.2).

Next, let f and g once more be quantities that can be measured simul-
taneously. Besides their sum, we can also introduce the concept of their
product as being a quantity whose eigenvalues are equal to the products of
those of the quantities f and g. It is easy to see that, to this quantity, there
corresponds an operator whose effect consists of the successive action on the
function of first one and then the other operator. Such an operator is repre-
sented mathematically by the product of the operators f and g. For, if ¥,
are the eigenfunctions common to the operators f and g, we have

~

(the symbol fﬁ denotes an operator whose effect on a function W consists of
the successive action first of the operator g on the function ¥ and then of the
operator f on the function g¥). We could equally well take the operator g f
instead of fﬁ, the former differing from the latter in the order of its factors.
It is obvious that the result of the action of either of these operators on the
functions W¥,, will be the same. Since, however, every wave function ¥ can
be represented as a linear combination of the functions W, it follows that
the result of the action of the operators fg and gf on an arbitrary function
will also be the same. This fact can be written in the form of the symbolic
equation fg =gf or R R

Fi—a7=0 (4.3)

Two such operators fand g are said to be commutative, or to commute
with each other. Thus we arrive at the important result: if two quantities f
and ¢ can simultaneously take definite values, then their operators commute
with each other. R

The converse theorem can also be proved (§11): if the operators f and g
commute, then all their eigenfunctions can be taken common to both; physi-
cally, this means that the corresponding physical quantities can be measured
simultaneously. Thus the commutability of the operators is a necessary and
sufficient condition for the physical quantities to be simultaneously measur-
able.

A particular case of the product of operators is an operator raised to
some power. From the above discussion we can deduce that the eigenvalues
of an operator fp (where p is an integer) are equal to the pth powers of
the eigenvalues of the operator f Any function ¢(f ) of an operator can be
defined as an operator whose eigenvalues are equal to the same function ¢( f)
of the eigenvalues of the operator ]? If the function ¢(f) can be expanded
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as a Taylor series, this expresses the effect of the operator go(j/’\) in terms of
those of various powers fp : R R

In particular, the operator f~! is called the inverse of the operator f.
It is evident that the successive action of the operators f and f on any
function leaves the latter unchanged, i.e. f f e f ! f =1.

If the quantities f and ¢g cannot be measured simultaneously, the concept
of their product does not have the same direct meaning. This appears in the
fact that the operator fg is not Hermitian in this case, and hence cannot cor-
respond to any real physical quantity. For, by the definition of the transpose
of an operator we can write

[ wigeda= [wigoyg = [@e)Fvs

Here the operator facts only on the function ¥, and the operator g on ®, so

that the integrand is a simple product of two functions g® and J?\I! Again
using the definition of the transpose of an operator, we can write

[ wigeda= [(Gwigey = [ ogreds

Thus we obtain an integral in which the functions ¥ and ® have changed

places as compared with the original one. In other words, the operator 5]? is
the transpose of g, and we can write

—

fi=af (4.4)

i.e. the transpose of the product ]/”\fq\ is the product of the transposes of the
factors written in the opposite order. Taking the complex conjugate of both
sides of equation (4.4), we have

(f9)t =g'ft (4.5)

If each of the operators annd g is Hermitian, then (fAE)T = ﬁfA It follows
from this that the operator fA/g\ is Hermitian if and only if the factors fand
g commute. R R

We note that, from the products fg and gf of two non-commuting Hermi-
tian operators, we can form an Hermitian operator, the symmetrized product

*(Fa+al) (1.6
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It is easy to see that the difference f/g\— /g\f is an anti-Hermitian operator
(i.e. one for which the transpose is equal to the complex conjugate taken
with the opposite sign). It can be made Hermitian by multiplying by i; thus

i(fg—3f) (4.7)

is again an Hermitian operator.
In what follows we shall sometimes use for brevity the notation

{f.9t=r9-9f (4.8)
called the commutator of these operators. It is easily seen that
{fg.1ny = {F.1}g+ fg.h (4.9)

We notice that, if {f,2} = 0 and {g,h} = 0, it does not in general follow
that f and § commute.

§ 5. The continuous spectrum

All the relations given in §3 and 4, describing the properties of the eigen-
functions of a discrete spectrum, can be generalized without difficulty to the
case of a continuous spectrum of eigenvalues.

Let f be a physical quantity having a continuous spectrum. We shall
denote its eigenvalues by the same letter f simply, and the corresponding
eigenfunctions by W¢. Just as an arbitrary wave function ¥ can be expanded
in a series (3.2) of eigenfunctions of a quantity having a discrete spectrum, it
can also be expanded (this time as an integral) in terms of the complete set
of eigenfunctions of a quantity with a continuous spectrum. This expansion
has the form

W(g) = / ap(g)df (5.1)

where the integration is extended over the whole range of values that can be
taken by the quantity f.

The subject of the normalization of the eigenfunctions of a continuous
spectrum is more complex than in the case of a discrete spectrum. The re-
quirement that the integral of the squared modulus of the function should
be equal to unity cannot here be satisfied, as we shall see below. Instead,
we try to normalize the functions ¥, in such a way that |af|>df is the prob-
ability that the physical quantity concerned, in the state described by the
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wave function U, has a value between f and f + df. Since the sum of the
probabilities of all possible values of f must be equal to unity, we have

/ agPdf =1 (5.2)

(similarly to the relation (3.3) for a discrete spectrum).
Proceeding in exactly the same way as in the derivation of formula (3.5),
and using the same arguments, we can write, firstly,

Jvwdi= [lagas
/\I/\I/*dq://a}\ll}\lfdqu.

By comparing these two expressions we find the formula which determines
the expansion coefficients,

and, secondly,

o= [ W0 53)

in exact analogy to (3.5).
To derive the normalization condition, we now substitute (5.1) in (5.3),

and obtain
ay = /af/ </ \Ilf/\I/}dq) df’

This relation must hold for arbitrary as, and therefore must be satisfied
identically. For this to be so, it is necessary that, first of all, the coefficient of
ag, in the integrand (i.e. the integral [ W ¥’dg) should be zero for all f # f.
For f = f, this coefficient must become infinite (otherwise the integral over
f would vanish). Thus the integral [ ¥ pP3dg is a function of the difference
f"— f, which becomes zero for values of the argument different from zero and
is infinite when the argument is zero. We denote this function by §(f" — f):

[ wpvida=str - ) (5.4)

The manner in which the function 6(f'— f) becomes infinite for f'—f =0
is determined by the fact that we must have

/5(f/ — f)af/df’ =ay
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It is clear that, for this to be so, we must have

[t = nar =1

The function thus defined is called a delta function, and was first used
in theoretical physics by P. A. M. Dirac. We shall write out once more the
formulae which define it. They are

d(z) =0 for = # 0, 5(0) = o0, (5.5)

while
+o0
/ d(z)dx = 1. (5.6)

We can take as limits of integration any numbers such that x = 0 lies between
them. If f(z) is some function continuous at x = 0, then

+o0
[ 5(2) f(x)dz = £(0) (5.7)

o

[t - s = 1@ (5.5)

where the range of integration includes the point x = a, and f(x) is contin-
uous at x = a. It is also evident that

§(—z) = () (5.9)

i.e. the delta function is even. Finally, writing

/ ™ Saz)de = / T

—00 —00

we can deduce that

d(ax) = —d(x) (5.10)

where « is any constant.

The formula (5.4) gives the normalization rule for the eigenfunctions of a
continuous spectrum; it replaces the condition (3.6) for a discrete spectrum.
We see that the functions U, and Wy with f # f’ are, as before, orthogonal.
However, the integrals of the squared moduli |¥;|? of the functions diverge
for a continuous spectrum.
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The functions W(q) satisfy still another relation similar to (5.4). To
derive this, we substitute (5.3) in (5.1), which gives

wwz/wwW/@ﬂw%wmﬁdy

whence we can at once deduce that we must have
/‘P}(Q’)‘I’f(q)df =4d(q' —q) (5.11)
There is, of course, an analogous relation for a discrete spectrum:

Z o =4(¢ —q) (5.12)

Comparing the pair of formulae (5.1), (5.4) with the pair (5.3), (5.11), we
see that, on the one hand, the function ¥(g) can be expanded in terms of the
functionsV ;(¢) with expansion coefficients a; and, on the other hand, formula
(5.3) represents an entirely analogous expansion of the function ay = a(f)
in terms of the functions W}(q), while the W(q) play the part of expansion
coefficients. The function a(f), like WU(q), completely determines the state
of the system; it is sometimes called a wave function in the f representation
(while the function W(q) is called a wave function in the ¢ representation).
Just as |¥(q)|? determines the probability for the system to have coordinates
lying in a given interval dg, so |a(f)|* determines the probability for the values
of the quantity f to lie in a given interval df. On the one hand, the functions
U (q) are the eigenfunctions of the quantity f in the g representation; on the
other hand, their complex conjugates are the eigenfunctions of the coordinate
q in the f representation.

Let ¢(f) be some function of the quantity f, such that ¢ and f are related
in a one-to-one manner. Each of the functions W¢(q) can then be regarded
as an eigenfunction of the quantity . Here, however, the normalization of
these functions must be changed: the eigenfunctions ¥, (q) of the quantity
must be normalized by the condition

[ Vot ¥iipda =165 ol

whereas the functions ¥y, are normalized by the condition (5.4). The argu-
ment of the delta function becomes zero only for f' = f. As f’ approaches

f, we have
deo(f)

of) —olh) = =5

—=(f'= 1)
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By (5.10) we can therefore write'?)

1
~ [de(f)/df]

Comparing this with (5.4), we see that the functions ¥, and W are related
by

0 [p(f') — o (f)] o(f' =) (5.13)

-1 g (5.14)

U =
A ehas

There are also physical quantities which in one range of values have a
discrete spectrum, and in another a continuous spectrum. For the eigenfunc-
tions of such a quantity all the relations derived in this and the previous
sections are, of course, true. It need only be noted that the complete set of
functions is formed by combining the eigenfunctions of both spectra. Hence
the expansion of an arbitrary wave function in terms of the eigenfunctions of
such a quantity has the form

W) =3 anl(g) + /af\yf(qw (5.15)

where the sum is taken over the discrete spectrum and the integral over the
whole continuous spectrum.

The coordinate ¢ itself is an example of a quantity having a continuous
spectrum. It is easy to see that the operator corresponding to it is sim-
ply multiplication by q. For, since the probability of the various values of
the coordinate is determined by the square |¥(q)|?, the mean value of the

coordinate is
7= /QI‘I’qu: /\If*qllqu-

Comparison of this with the definition (3.8) of an operator shows that'”)
q=q (5.16)

The eigenfunctions of this operator must be determined, according to the
usual rule, by the equation q¥, = qoWqy, where gy temporarily denotes the

14) In general, if p(x) is some one-valued function (the inverse function need not be

one-valued), we have

e =3 mau ) (5.13)

where «; are the roots of the equation p(z) = 0.
15) In future we shall always, for simplicity, write operators which amount to multipli-
cation by some quantity in the form of that quantity itself.
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actual values of the coordinate as distinct from the variable ¢. Since this
equation can be satisfied either by ¥, = 0 or by ¢ = qo, it is clear that the
eigenfunctions which satisfy the normalization condition are'®)

Vg, = 6(q — qo) (5.17)

§ 6. The passage to the limiting case of classical
mechanics

Quantum mechanics contains classical mechanics in the form of a certain
limiting case. The question arises as to how this passage to the limit is made.

In quantum mechanics an electron is described by a wave function which
determines the various values of its coordinates; of this function we so far
know only that it is the solution of a certain linear partial differential equa-
tion. In classical mechanics, on the other hand, an electron is regarded as a
material particle, moving in a path which is completely determined by the
equations of motion. There is an interrelation, somewhat similar to that
between quantum and classical mechanics, in electrodynamics between wave
optics and geometrical optics. In wave optics, the electromagnetic waves are
described by the electric and magnetic field vectors, which satisfy a definite
system of linear differential equations, namely Maxwell’s equations. In ge-
ometrical optics, however, the propagation of light along definite paths, or
rays, is considered. Such an analogy enables us to see that the passage from
quantum mechanics to the limit of classical mechanics occurs similarly to the
passage from wave optics to geometrical optics.

Let us recall how this latter transition is made mathematically (see Fields,
§53). Let u be any of the field components in the electromagnetic wave. It
can be written in the form u = ae'¥ (with a and ¢ real), where a is called
the amplitude and ¢ the phase of the wave (called in geometrical optics
the eikonal). The limiting case of geometrical optics corresponds to small
wavelengths; this is expressed mathematically by saying that ¢ varies by a
large amount over short distances; this means, in particular, that it can be

16) The expansion coefficients for an arbitrary function W in terms of these eigenfunctions

are
aqy = /‘1’(4)5@ —qo)dg = ¥(qo)-

The probability that the value of the coordinate lies in a given interval dqq is
|age[*dgo = |¥(go)|*dao,

as it should be.
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supposed large in absolute value.

Similarly, we start from the hypothesis that, to the limiting case of classi-
cal mechanics, there correspond in quantum mechanics wave functions of the
form¥ = ae'¥, where a is a slowly varying function and ¢ takes large values.
As is well known, the path of a particle can be determined in mechanics by
means of the variational principle, according to which what is called the ac-
tion S of a mechanical system must take its least possible value (the principle
of least action). In geometrical optics the path of the rays is determined by
what is called Fermat’s principle, according to which the optical path length
of the ray, i.e. the difference between its phases at the beginning and end of
the path, must take its least (or greatest) possible value.

On the basis of this analogy, we can assert that the phase ¢ of the wave
function, in the limiting (classical) case, must be proportional to the mechan-
ical action S of the physical system considered, i.e. we must have S = consty.
The constant of proportionality is called Planck’s constant'”) and is denoted
by f. It has the dimensions of action (since ¢ is dimensionless) and has the
value

h=1.054 x 107 *"erg - s

Thus, the wave function of an “almost classical” (or, as we say, quasi-
classical) physical system has the form

U = ge'/h (6.1)

Planck’s constant A plays a fundamental part in all quantum phenomena.
Its relative value (compared with other quantities of the same dimensions)
determines the “extent of quantization” of a given physical system. The
transition from quantum mechanics to classical mechanics, corresponding to
large phase, can be formally described as a passage to the limit & — 0 (just
as the transition from wave optics to geometrical optics corresponds to a
passage to the limit of zero wavelength, A — 0).

We have ascertained the limiting form of the wave function, but the
question still remains how it is related to classical motion in a path. In
general, the motion described by the wave function does not tend to motion
in a definite path. Its connection with classical motion is that, if at some
initial instant the wave function, and with it the probability distribution
of the coordinates, is given, then at subsequent instants this distribution
will change according to the laws of classical mechanics (for a more detailed
discussion of this, see the end of §17).

It was introduced into physics by M. Planck in 1900. The constant & which we use
everywhere in this book, is, strictly speaking, Planck’s constant divided by 27; this is
Dirac’s notation.

17)
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In order to obtain motion in a definite path, we must start from a wave
function of a particular form, which is perceptibly different from zero only in
a very small region of space (what is called a wave packet); the dimensions
of this region must tend to zero with A. Then we can say that, in the quasi-
classical case, the wave packet will move in space along a classical path of a
particle.

Finally, quantum-mechanical operators must reduce, in the limit, simply
to multiplication by the corresponding physical quantity.

§ 7. The wave function and measurements

Let us again return to the process of measurement, whose properties
have been qualitatively discussed in §1; we shall show how these properties
are related to the mathematical formalism of quantum mechanics.

We consider a system consisting of two parts: a classical apparatus and
an electron (regarded as a quantum object). The process of measurement
consists in these two parts’ coming into interaction with each other, as a re-
sult of which the apparatus passes from its initial state into some other; from
this change of state we draw conclusions concerning the state of the electron.
The states of the apparatus are distinguished by the values of some physical
quantity (or quantities) characterizing it—the “readings of the apparatus”.
We conventionally denote this quantity by g, and its eigenvalues by g,; these
take in general, in accordance with the classical nature of the apparatus, a
continuous range of values, but we shall—merely in order to simplify the
subsequent formulae—suppose the spectrum discrete. The states of the ap-
paratus are described by means of quasi-classical wave functions, which we
shall denote by W¥,, (&), where the suffix n corresponds to the “reading” g, of
the apparatus, and & denotes the set of its coordinates. The classical nature
of the apparatus appears in the fact that, at any given instant, we can say
with certainty that it is in one of the known states ¥, with some definite
value of the quantity g; for a quantum system such an assertion would, of
course, be unjustified.

Let (&) be the wave function of the initial state of the apparatus (before
the measurement), and ¥(q) some arbitrary normalized initial wave function
of the electron (¢ denoting its coordinates). These functions describe the
state of the apparatus and of the electron independently, and therefore the
initial wave function of the whole system is the product

U (q)Po (&) (7.1)

Next, the apparatus and the electron interact with each other. Applying the
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equations of quantum mechanics, we can in principle follow the change of the
wave function of the system with time. After the measuring process it may
not, of course, be a product of functions of £ and ¢q. Expanding the wave
function in terms of the eigenfunctions ®,, of the apparatus (which form a
complete set of functions), we obtain a sum of the form

> An(@) () (7.2)

where the A,(q) are some functions of .

The classical nature of the apparatus, and the double role of classical me-
chanics as both the limiting case and the foundation of quantum mechanics,
now make their appearance. As has been said above, the classical nature of
the apparatus means that, at any instant, the quantity g (the “reading of the
apparatus“) has some definite value. This enables us to say that the state
of the system apparatus + electron after the measurement will in actual fact
be described, not by the entire sum (7.2), but by only the one term which
corresponds to the “reading” gn of the apparatus,

An(@)Vn(§) (7.3)

It follows from this that A,(q) is proportional to the wave function of the
electron after the measurement. It is not the wave function itself, as is seen
from the fact that the function A,(q) is not normalized. It contains both
information concerning the properties of the resulting state of the electron
and the probability (determined by the initial state of the system) of the
occurrence of the nth “reading” of the apparatus.

Since the equations of quantum mechanics are linear, the relation between
A, (q) and the initial wave function of the electron W(g) is in general given
by some linear integral operator:

An(q) = / K(q,4")%(q")dq (7.4)

with a kernel K, (q,¢’) which characterizes the measurement process con-
cerned.

We shall suppose that the measurement concerned is such that it gives
a complete description of the state of the electron. In other words (see
§1), in the resulting state the probabilities of all the quantities must be
independent of the previous state of the electron (before the measurement).
Mathematically, this means that the form of the functions A, (q) must be
determined by the measuring process itself, and does not depend on the
initial wave function ¥(q) of the electron. Thus the A, must have the form

An(q) = anpn(q) (7.5)



Chap. I THE BASIC CONCEPTS OF QUANTUM MECHANICS 27

where the ,, are definite functions, which we suppose normalized, and only
the constants a, depend on W(g). In the integral relation (7.4) this cor-
responds to a kernel K, (q,¢") which is a product of a function of ¢ and a
function of ¢

Ko(q,4") = en(@) V5 (d) (7.6)

then the linear relation between the constants an and the function ¥(q) is

i = / () (g)dg (7.7)

where the U, (q) are certain functions depending on the process of measure-
ment.

The functions ¢,(q) are the normalized wave functions of the electron
after measurement. Thus we see how the mathematical formalism of the
theory reflects the possibility of finding by measurement a state of the elec-
tron described by a definite wave function.

If the measurement is made on an electron with a given wave function
U(q), the constants a, have a simple physical meaning: in accordance with
the usual rules, |a,|? is the probability that the measurement will give the
nth result. The sum of the probabilities of all results is equal to unity:

D an =1 (7.8)

In order that equations (7.7) and (7.8) should hold for an arbitrary nor-
malized function W(q), it is necessary (cf. §3) that an arbitrary function
U(q) can be expanded in terms of the functions W, (¢). This means that the
functions ¥,,(¢q) form a complete set of normalized and orthogonal functions.

If the initial wave function of the electron coincides with one of the func-
tions W, (q), then the corresponding constant a, is evidently equal to unity,
while all the others are zero. In other words, a measurement made on an
electron in the state ¥, (¢) gives with certainty the nth result.

All these properties of the functions ¥, (¢) show that they are the eigen-
functions of some physical quantity (denoted by f) which characterizes the
electron, and the measurement concerned can be spoken of as a measurement
of this quantity.

It is very important to notice that the functions ¥,,(¢) do not, in general,
coincide with the functions ¢, (q); the latter are in general not even mutually
orthogonal, and do not form a set of eigenfunctions of any operator. This
expresses the fact that the results of measurements in quantum mechanics
cannot be reproduced. If the electron was in a state U,,(¢q), then a measure-
ment of the quantity f carried out on it leads with certainty to the value f,.
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After the measurement, however, the electron is in a state ¢,(q) different
from its initial one, and in this state the quantity f does not in general take
any definite value. Hence, on carrying out a second measurement on the
electron immediately after the first, we should obtain for f a value which did
not agree with that obtained from the first measurement.'®) To predict (in
the sense of calculating probabilities) the result of the second measurement
from the known result of the first, we must take from the first measurement
the wave function ¢,,(q) of the state in which it resulted, and from the sec-
ond measurement the wave function ¥,(q) of the state whose probability
is required. This means that from the equations of quantum mechanics we
determine the wave function ¢, (q,t) which, at the instant when the first
measurement is made, is equal to ¢,(q); the probability of the mth result
of the second measurement, made at time t, is then given by the squared
modulus of the integral [ ¢,(q,t)¥7 (¢)dg.

We see that the measuring process in quantum mechanics has a “two-
faced” character: it plays different parts with respect to the past and future
of the electron. With respect to the past, it “verifies” the probabilities of
the various possible results predicted from the state brought about by the
previous measurement. With respect to the future, it brings about a new
state (see also §44). Thus the very nature of the process of measurement
involves a far-reaching principle of irreversibility.

This irreversibility is of fundamental significance. We shall see later (at
the end of §18) that the basic equations of quantum mechanics are in them-
selves symmetrical with respect to a change in the sign of the time; here quan-
tum mechanics does not differ from classical mechanics. The irreversibility
of the process of measurement, however, causes the two directions of time to
be physically non-equivalent, i.e. creates a difference between the future and
the past.

There is, however, an important exception to the statement that results of measure-
ments cannot be reproduced: the one quantity the result of whose measurement can be
exactly reproduced is the coordinate. Two measurements of the coordinates of an electron,
made at a sufficiently small interval of time, must give neighbouring values; if this were
not so, it would mean that the electron had an infinite velocity. Mathematically, this
is related to the fact that the coordinate commutes with the operator of the interaction
energy between the electron and the apparatus, since this energy is (in non-relativistic
theory) a function of the coordinates only.

18)



CHAPTER 1II

ENERGY AND MOMENTUM

§ 8. The Hamiltonian operator

The wave function ¥ completely determines the state of a physical sys-
tem in quantum mechanics. This means that, if this function is given at
some instant, not only are all the properties of the system at that instant
described, but its behaviour at all subsequent instants is determined (only, of
course, to the degree of completeness which is generally admissible in quan-
tum mechanics). The mathematical expression of this fact is that the value
of the derivative 0¥ /0t of the wave function with respect to time at any
given instant must be determined by the value of the function itself at that
instant, and, by the principle of superposition, the relation between them
must be linear. In the most general form we can write

ih-— — HU 1
i T (8.1)

where H is some linear operator; the factor iA is introduced here for a reason
that will become apparent.
Since the integral [ U*Wdg is a constant independent of time, we have

LoV
/|‘I”2d9— /\I’ Edq:o

Substituting here (8.1) and using in the first integral the definition of the
transpose of an operator, we can write (omitting the common factor i/h)

/\Ifﬁ*\y*dq— /\If*ﬁ\lqu = /\Ifﬁ Udg — /\p*?[\ydq

:/\IJ(H —ﬁ[)\pdqzo.

Since this equation must hold for an arbitrary function W, it follows that we
must have identically H' = H; the operator H is therefore Hermitian. Let

29
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us find the physical quantity to which it corresponds. To do this, we use the
limiting expression (6.1) for the wave function and write

ov 1908 _
o o
the slowly varying amplitude a need not be differentiated. Comparing this
equation with the definition (8.1), we see that, in the limiting case, the
operator H reduces to simply multiplying by —dS5/dt. This means that
—0S/0t is the physical quantity into which the Hermitian operator H passes.
The derivative —0S/0t is just Hamilton’s function H for a mechanical
system. Thus the operator H is what corresponds in quantum mechanics
to Hamilton’s function; this operator is called the Hamiltonian operator or,
more briefly, the Hamiltonian of the system. If the form of the Hamiltonian is
known, equation (8.1) determines the wave functions of the physical system
concerned. This fundamental equation of quantum mechanics is called the
wave equation.

§ 9. The differentiation of operators with respect to
time

The concept of the derivative of a physical quantity with respect to time
cannot be defined in quantum mechanics in the same way as in classical me-
chanics. For the definition of the derivative in classical mechanics involves
the consideration of the values of the quantity at two neighbouring but dis-
tinct instants of time. In quantum mechanics, however, a quantity which at
some instant has a definite value does not in general have definite values at
subsequent instants; this was discussed in detail in §1.

Hence the idea of the derivative with respect to time must be differently
defined in quantum mechanics. It is natural to define the derivative f of a
quantity f as the quantity whose mean value is equal to the derivative, with
respect to time, of the mean value . Thus we have the definition

f=1 (9.1)

Starting from this definition, it is easy to obtain an expression for the quantum-

mechanical operator f corresponding to the quantity f

?:?:%/‘I’*J?‘I’dq:/\ﬂ*g—{\lqu—l—/

OU* 0T
o vda + / o da.
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Here Of /0t is the operator obtained by differentiating the operator f with

respect to time; f may depend on the time as a parameter. Substituting for
0V /ot, OU* /Ot their expressions according to (8.1), we obtain

F= /V‘Z—f@dw%/( v)fudg - [ v

Since the operator H is Hermitian, we have

/ (H0*)(f¥)dg = / U H fUdg;

f= /m( + Hf——fH)\I/dq.

Since, _on the other hand, we must have, by the definition of mean values,

thus

f A% f Wdg, it is seen that the expression in parentheses in the integrand

is the required operator f )

j=9 5 ar - 9.2)

1) In classical mechanics we have for the total derivative, with respect to time, of a
quantity f which is a function of the generalized coordinates ¢; and momenta p; of the

system
df af of . of
L ADY (5a+ 2.
Substituting, in accordance with Hamilton’s equations, ¢; = and p; = aH , we obtain
df _ of
— ==+ |H,
a ~ TS
where

B of 0H  8f 0H
[H, f] = zl: (8%‘ op;  Op; qu')

is what is called the Poisson bracket for the quantities f and H (see Mechanics, §42).
On comparing with the expression (9.2), we see that, as we pass to the limit of classical
mechanics, the operator 1(I§' f, fﬁ ) reduces in the first approximation to zero, as it
should, and in the second approximation (with respect to k) to the quantity A [H, f]. This
result is true also for any two quantities f and g; the operator 1(f§—§f) tends in the limit
to the quantity i [f, g], where [f, g] is the Poisson bracket

B 99 9f _ 9g Of
[fig] = ; <8qi op;  Op; 3%‘)

This follows from the fact that we can always formally imagine a system whose Hamiltonian
is g.
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If the operator fis independent of time,/\f reduces, apart from a constant
factor, to the commutator of the operator f and the Hamiltonian.

A very important class of physical quantities is formed by those whose op-
erators do not dgpend explicitly on time, and also commute with the Hamil-

tonian, so that f = 0. Such quantities are said to be conserved. For these

f = f =0, that is, is constant. In other words, the mean value of the quan-
tity remains constant in time. We can also assert that, if in a given state
the quantity f has a definite value (i.e. the wave function is an eigenfunc-
tion of the operator J?), then it will have a definite value (the same one) at
subsequent instants also.

§ 10. Stationary states

The Hamiltonian of a closed system (and of a system in a constant ex-
ternal field) cannot contain the time explicitly. This follows from the fact
that, for such a system, all times are equivalent. Since, on the other hand,
any operator of course commutes with itself, we reach the conclusion that
Hamilton’s function is conserved for systems which are not in a varying ex-
ternal field. As is well known, a Hamilton’s function which is conserved is
called the energy. The law of conservation of energy in quantum mechanics
signifies that, if in a given state the energy has a definite value, this value
remains constant in time.

States in which the energy has definite values are called stationary states
of a system. They are described by wave functions W,, which are the eigen-
functions of the Hamiltonian operator, i.e. which satisfy the equation H¥,, =
E, U, where F,, are the eigenvalues of the energy. Correspondingly, the wave
equation (8.1) for the function ¥,

ov,
ih
ot
can be integrated at once with respect to time and gives

U, = exp (—%Ent) ¥n(q) (10.1)

where ¥, is a function of the coordinates only. This determines the relation
between the wave functions of stationary states and the time.

We shall denote by the small letter v the wave functions of stationary
states without the time factor. These functions, and also the eigenvalues of
the energy, are determined by the equation

Hy = By (10.2)

- HU, = E, U,
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The stationary state with the smallest possible value of the energy is
called the normal or ground state of the system.

The expansion of an arbitrary wave function ¥ in terms of the wave
functions of stationary states has the form

U= zn:an exp (—%E,ﬂf) Un(q) (10.3)

The squared moduli |a,|? of the expansion coefficients, as usual, deter-
mine the probabilities of various values of the energy of the system.

The probability distribution for the coordinates in a stationary state is
determined by the squared modulus |¥,|? = |,|2 we see that it is indepen-
dent of time. The same is true of the mean values

7= [wifvida= [ vifo.dd

of any physical quantity f (whose operator does not depend explicitly on the
time).

As has been said, the operator of any quantity that is conserved com-
mutes with the Hamiltonian. This means that any physical quantity that is
conserved can be measured simultaneously with the energy.

Among the various stationary states, there may be some which correspond
to the same value of the energy (the same energy level of the system), but
differ in the values of some other physical quantities. Such energy levels, to
which several different stationary states correspond, are said to be degenerate.
Physically, the possibility that degenerate levels can exist is related to the
fact that the energy does not in general form by itself a complete set of
physical quantities.

If there are two conserved physical quantities f and g whose operators do
not commute, then the energy levels of the system are in general degenerate.
For, let ¢ be the wave function of a stationary state in which, besides the
energy, the quantity f also has a definite value. Then we can say that the
function g1 does not coincide (apart from a constant factor) with ; if it
did, this would mean that the quantity ¢ also had a definite value, which is
impossible, since f and g cannot be measured simultaneously. On the other
hand, the function g1 is an eigenfunction of the Hamiltonian, corresponding
to the same value E of the energy as :

H(Gy) = GHY = E(GY)

Thus we see that the energy E corresponds to more than one eigenfunction,
i.e. the energy level is degenerate.
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It is clear that any linear combination of wave functions corresponding
to the same degenerate energy level is also an eigenfunction for that value
of the energy. In other words, the choice of eigenfunctions of a degenerate
energy level is not unique. Arbitrarily selected eigenfunctions of a degenerate
energy level are not, in general, orthogonal. By a proper choice of linear
combinations of them, however, we can always obtain a set of orthogonal
(and normalized) eigenfunctions (and this can be done in infinitely many
ways; for the number of independent coefficients in a linear transformation
of n functions is n?, while the number of normalization and orthogonality
conditions for n functions is n(n + 1)/2, i.e. less than n?).

These statements concerning the eigenfunctions of a degenerate energy
level relate, of course, not only to eigenfunctions of the energy, but also to
those of any operator. Only those functions are automatically orthogonal
which correspond to different eigenvalues of the operator concerned; func-
tions which correspond to the same degenerate eigenvalue are not in general
orthogonal.

If the Hamiltonian of the system is the sum of two (or more) parts,
H=10 1+ 1:-\12, one of which contains only the coordinates ¢; and tAhe other
only the coordinates ga, then the eigenfunctions of the operator H can be
written down as products of the eigenfunctions of the operators H; and Ho,
and the eigenvalues of the energy are equal to the sums of the eigenvalues of
these operators.

The spectrum of eigenvalues of the energy may be either discrete or con-
tinuous. A stationary state of a discrete spectrum always corresponds to a
finite motion of the system, i.e. one in which neither the system nor any part
of it moves off to infinity. For, with eigenfunctions of a discrete spectrum, the
integral [ |¥|?dg, taken over all space, is finite. This certainly means that
the squared modulus |¥|* decreases quite rapidly, becoming zero at infinity.
In other words, the probability of infinite values of the coordinates is zero;
that is, the system executes a finite motion, and is said to be in a bound
state.

For wave functions of a continuous spectrum, the integral [ |¥|?dg di-
verges. Here the squared modulus |¥|? of the wave function does not directly
determine the probability of the various values of the coordinates, and must
be regarded only as a quantity proportional to this probability. The diver-
gence of the integral [ |¥|*dg is always due to the fact that |¥|? does not
become zero at infinity (or becomes zero insufficiently rapidly). Hence we
can say that the integral [ |¥|*dg, taken over the region of space outside any
arbitrarily large but finite closed surface, will always diverge. This means
that, in the state considered, the system (or some part of it) is at infinity.
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For a wave function which is a superposition of the wave functions of var-
ious stationary states of a continuous spectrum, the integral [ [¥|*dg may
converge, so that the system lies in a finite region of space. However, in the
course of time, this region moves unrestrictedly, and eventually the system
moves off to infinity. This can be seen as follows. Any superposition of wave
functions of a continuous spectrum has the form

U= /aE exp (—%Et) Ye(q)dE

The squared modulus of W can be written in the form of a double integral:

o = [[ avas e (73(3 - E)t) U@ ()AEAE.

If we average this expression over some time interval 7', and then let T" tend
to infinity, the mean values of the oscillating factors exp{i(F’' — E)t/h}, and
therefore the whole integral, tend to zero in the limit. Thus the mean value,
with respect to time, of the probability of finding the system at any given
point of configuration space tends to zero. This is possible only if the motion
takes place throughout infinite space.?) Thus the stationary states of a
continuous spectrum correspond to an infinite motion of the system.

§ 11. Matrices

We shall suppose for convenience that the system considered has a discrete
energy spectrum; all the relations obtained below can be generalized at once
to the case of a continuous spectrum. Let ¥ = Y a,,¥,, be the expansion of an
arbitrary wave function in terms of the wave functions ¥,, of the stationary
states. If we substitute this expansion in the definition (3.8) of the mean
value of some quantity f, we obtain

F=>") aramfum(t) (11.1)

2) Note that, for a function which is a superposition of functions of a discrete spectrum,
we should have

TOF = 35 andenp { 1 (B — Bt bty = 3 lantin(a)P

n n

i.e. the probability density remains finite on averaging over time.
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where f,,,(t) denotes the integral

fam(t) = /\I/:;fllfmdq (11.2)

The set of quantities f,,,(t) with all possible n and m is called the ma-
triz of the quantity f, and each of the f,,,(t) is called the matriz element
corresponding to the transition from state m to state n.?)

The dependence of the matrix elements f,,,(t) on time is determined (if
the operator does not contain the time explicitly) by the dependence of the
functions ¥,, on time. Substituting for them the expressions (10.1), we find
that

fnm(t) = fnmeiwtha (113)
where

En - Em
. - (11.4)

is what is called the transition frequency between the states n and m, and
the quantities

Fom = / 42 Fmdg (11.5)

form the matrix of the quantity f which is independent of time, and which
is commonly used.*)

The matrix elements of the derivative are obtained by differentiating the
matrix elements of the quantity f with respect to time; this follows directly

from the fact that . ‘
F=T=>> asamfum(t). (11.6)

From (11.3) we thus have for the matrix elements of f

or (cancelling the time factor exp(iw,m,t) from both sides) for the matrix
elements independent of time

i

(f) = iwumum = 3 (Eu = En) fum (11.8)

3) The matrix representation of physical quantities was introduced by Heisenberg in
1925, before Schrodinger’s discovery of the wave equation. “Matrix mechanics” was later
developed by M. Born, W. Heisenberg and P. Jordan.

4) Because of the indeterminacy of the phase factor in normalized wave functions (see
§2), the matrix elements f,,, (and f,,,(t)) also are determined only to within a factor of
the form exp [i(a;, — @, )]. Here again this indeterminacy has no effect on any physical
results.
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To simplify the notation in the formulae, we shall derive all our relations
below for the matrix elements independent of time; exactly similar relations
hold for the matrices which depend on the time.

For the matrix elements of the complex conjugate f* of the quantity
f we obtain, taking into account the definition of the Hermitian conjugate
operator,

P = [ 0iF0mda = [0 F vmda = [0 Fuia

(f*)nm = (me)* (11.9)

For real physical quantities, which are the only ones we usually consider, we
consequently have

Jom = Joun (11.10)

(fr ., stands for (f,,)*). Such matrices, like the corresponding operators, are
said to be Hermitian.

Matrix elements with n = m are called diagonal elements. These are
independent of time, and (11.10) shows that they are real. The element f,,
is the mean value of the quantity f in the state W,,.

It is not difficult to obtain the multiplication rule” for matrices. To do
so, we first observe that the formula

holds. This is simply the expansion of the function in terms of the functions
¥m, the coefficients being determined in accordance with the general formula
(3.5). Remembering this formula, let us write down the result of the product
of two operators acting on the function ,,:

k k k,m

)

Since, on the other hand, we must have

f/\b\wn = Z(fg)mnwrm

m

we arrive at the result that the matrix elements of the product fg are deter-
mined by the formula

(fDmn = _ FrkGin (11.12)
k
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This rule is the same as that used in mathematics for the multiplication of
matrices: the rows of the first matrix in the product are multiplied by the
columns of the second matrix.

If the matrix is given, then so is the operator itself. In particular, if the
matrix is given, it is in principle possible to determine the eigenvalues of the
physical quantity concerned and the corresponding eigenfunctions.

We shall now consider the values of all quantities at some definite in-
stant, and expand an arbitrary wave function ¥ (at that instant) in terms of
the eigenfunctions of the Hamiltonian, i.e. of the wave functions v, of the
stationary states (these wave functions are independent of time).

U=> cutm (11.13)

where the expansion coefficients are denoted by ¢,,. We substitute this ex-
pansion in the equation f¥ = fWU which determines the eigenvalues and
eigenfunctions of the quantity f. We have

Z Cm(]?wm) = fzcmwm

We multiply both sides of this equation by ¢ and integrate over q. Each of
the integrals on the left-hand side of the equation is the corresponding matrix
element f,,,. On the right-hand side, all the integrals [ 1}1,,dg with m # n
vanish by virtue of the orthogonality of the functions v,,, and [ ¢:¢,dg =1
by virtue of their normalization.”) Thus

> famtm = fen, (11.14)
or
Z(fnm ftsnm)cm = 07
where
5 — {O, n # m;
1, n=m

®) In accordance with the general rule (§5), the set of coefficients ¢, in the expansion
(11.13) can be considered as the wave function in the “energy representation” (the variable
being the suffix n that gives the number of the energy eigenvalue). The matrix f,, here
acts as the operator in this representation, the action of which on the wave function is given
by the left-hand side of (11.14). The formula then corresponds to the general expression
for the mean value of a quantity in terms of its operator and the wave function of the state
concerned.
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Thus we have obtained a system of homogeneous algebraic equations
of the first degree (with the ¢,, as unknowns). As is well known, such a
system has solutions different from zero only if the determinant formed by
the coefficients in the equations vanishes, i.e. only if

The roots of this equation (in which f is regarded as the unknown) are the
possible values of the quantity f. The set of values ¢, satisfying the equations
(11.14) when f is equal to any of these values determines the corresponding
eigenfunction.

If, in the definition (11.5) of the matrix elements of the quantity f, we take
as 1, the eigenfunctions of this quantity, then from the equation fwn = futn
we have

fan= [ Wi Fonda = i [ Ve

By virtue of the orthogonality and normalization of the functions ,,, this
gives fum = 0 for n # m and f,, = fm. Thus only the diagonal matrix
elements are different from zero, and each of these is equal to the corre-
sponding eigenvalue of the quantity f. A matrix with only these elements
different from zero is said to be put in diagonal form. In particular, in the
usual representation, with the wave functions of the stationary states as the
functions v, the energy matrix is diagonal (and so are the matrices of all
other physical quantities having definite values in the stationary states). In
general, the matrix of a quantity f, defined with respect to the eigenfunctions
of some operator g, is said to be the matrix of f in a representation in which
g 1s diagonal. We shall always, except where the subject is specially men-
tioned, understand in future by the matrix of a physical quantity its matrix
in the usual representation, in which the energy is diagonal. Everything that
has been said above regarding the dependence of matrices on time refers, of
course, only to this usual representation.®)

By means of the matrix representation of operators we can prove the
theorem mentioned in §4: if two operators commute with each other, they
have their entire sets of eigenfunctions in common. Let f and g be two
such operators. From fg = gf and the matrix multiplication rule (11.12), it

follows that
Z fmkgkm - Z gmkfkn‘
k k

6) Bearing in mind the diagonality of the energy matrix, it is easy to see that equation
(11.8) is the operator relation (9.2) written in matrix form.




40 MATRICES § 11

If we take the eigenfunctions of the operator fas the set of functions v, with
respect to which the matrix elements are calculated, we shall have f,,, =0
for m # k, so that the above equation reduces to frmGmn = Gmnfnn, OF

gmn(fm - fn) =0

If all the eigenvalues f,, of the quantity f are different, then for all m # n we
have f,,f, # 0, so that we must have g,,, = 0. Thus the matrix g,,, is also
diagonal, i.e. the functions 1, are eigenfunctions of the physical quantity ¢
also. If, among the values f,, there are some which are equal (i.e. if there
are eigenvalues to which several different eigenfunctions correspond), then the
matrix elements g,,, corresponding to each such group of functions v, are,
in general, different from zero. However, linear combinations of the functions
1, which correspond to a single eigenvalue of the quantity f are evidently
also eigenfunctions of f; one can always choose these combinations in such a
way that the corresponding non-diagonal matrix elements g,,, are zero, and
thus, in this case also, we obtain a set of functions which are simultaneously
the eigenfunctions of the operators f and g.
The following formula is useful in applications:

OH OE,
(ﬁ)m =% (11.16)

where ) is a parameter on which the Hamiltonian H (and therefore the energy
eigenvalues F,) depends. It is proved as follows. Differentiating the equation
(H — E,)Y, = 0 with respect to A and then multiplying on the left by ¥,

we obtain R

On integration with respect to ¢, the left-hand side gives zero, since

-~ 0 n 0 n /Iy * g%
[l = B = [ S - B v,

the operator H being Hermitian. The right-hand side gives the required
equation.

A widely used notation (introduced by Dirac) in recent literature is that
which denotes the matrix elements f,,, by")

(n|fm) (11.17)

™) Both notations are used in the present book. The form (11.17) is especially convenient
when each suffix has to be written as several letters.
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This symbol is written so that it may be regarded as “consisting” of the
quantity f and the symbols |m) and (n| which respectively stand for the ini-
tial and final states as such (independently of the representation of the wave
functions of the states). With the same symbols we can construct notations
for the expansion coefficients of wave functions: if there is a complete set
of wave functions corresponding to the states |ni),|ns),. .., the coefficients
in the expansion in terms of these of the wave function of a state |m) are
denoted by

(uim) = [ v e (11.18)

§ 12. Transformation of matrices

The matrix elements of a given physical quantity can be defined with
respect to various sets of wave functions, for example the wave functions
of stationary states described by various sets of physical quantities, or the
wave functions of stationary states of the same system in various external
fields. The problem therefore arises of the transformation of matrices from
one representation to another.

Let ¢,(q) and ¢! (q) (n =1,2,...) be two complete sets of orthonormal
functions, related by some linear transformation:

which is simply an expansion of the function ¢/, in terms of the complete set
of functions 1,,. This transformation may be conventionally written in the
operator form

Y, = Sy, (12.2)

The operator S must satisfy a certain condition in order that the functions
!, should be orthonormal if the functions v, are. Substituting (12.2) in the
condition

/¢:L¢;qu = 5nm

and using the definition of the transposed operator (3.14), we have

[Gug v = [ ,550.da =6
If these equations hold for all m and n, we must have 5+S = 1, or

~

Gr=3gh =51 (12.3)
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i.e. the inverse operator is equal to the Hermitian conjugate operator. Op-
erators having this property are said to be unitary. Owing to this property,
the transformation v, = S~/ inverse to (12.1) is given by

=D St (12.4)

Writing the equations StS =1 and SS' = 1 in matrix form, we obtain the
following forms of the unitarity condition:

> 55 Sin = Omn (12.5)
l

Z St = (12.6)

Let us now consider some physmal quantity f and write down its matrix
elements in the “new” representation, i.e. with respect to the functions ¢//,.
These are given by the integrals

[ nfuida= [(53)(F80.)dq
~ [ 18 FSunda= [ 0,57 FSunda

Hence we see that the matrix of the operator in the new representation
is equal to the matrix of the operator

f=381f3 (12.7)

in the old representation.”)
The sum of the diagonal elements of a matrix is called the trace or spur”)
of the matrix and denoted by trf :

trf = fon (12.8)

8) I { f,§} = —ihcis the commutation rule for two operators f and g, the transformation
(12.7) gives {]?’7:(]\/} = —ihc, i.e. the rule is unchanged. We have shown in the footnote
in §9 that is the quantum analogue of the classical Poisson bracket [f,g]. In classical
mechanics, however, the Poisson brackets are invariant under canonical transformations
of the variables (generalized coordinates and momenta); see Mechanics, §45. In this sense
we can say that unitary transformations in quantum mechanics play a role analogous to
that of canonical transformations in classical mechanics.

9) From the German word Spur. The notation spf is also used. The trace can be
defined, of course, only if the sum over n is convergent.
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It may be noted first of all that the trace of a product of two matrices is
independent of the order of multiplication:

tr(fg) = tr(gf) (12.9)

since the rule of matrix multiplication gives

tr(fg) = Zankgkm = Zzglmfnk = tr(gf).

k

Similarly we can easily see that, for a product of several matrices, the trace
is unaffected by a cyclic permutation of the factors; for example,

tr(fgh) = tr(hfg) = tr(gh) (12.10)

An important property of the trace is that it does not depend on the
choice of the set of functions with respect to which the-matrix elements are
defined, since

(trf) =tr(ST'fS) = tr(STISf) = trf (12.11)

A unitary transformation leaves unchanged the sum of the squared moduli
of the functions that are transformed: from (12.6) we have

SO =" Sty =Y ko =Y [kl (12.12)
i k.l k

ki
Any unitary operator may be written-as

S =eft (12.13)

~

where R is an Hermitian operator: since R = R , we have
~ s A—t— _./\ /\_
ST —e iRT _ e iR _ S 1

The expansion

~

P =519 =Ff+{f,iR}+ %{{f, iR}, iR} + ... (12.14)

is easily verified by a direct expansion of the factors exp(:l:i]/%\) in powers of R.
This expansion may be useful when R is proportional to a small parameter,
so that (12.14) becomes an expansion in powers of the parameter.
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§ 13. The Heisenberg representation of operators

In the mathematical formalism of quantum mechanics described here,
the operators corresponding to various physical quantities act on functions
of the coordinates and do not usually depend explicitly on time. The time
dependence of the mean values of physical quantities is due only to the time
dependence of the wave function of the state, according to the formula

ﬂﬂz/v@ﬁﬁ@ﬁw- (13.1)

The quantum-mechanical treatment can, however, be formulated also in
a somewhat different but equivalent form, in which the time dependence is
transferred from the wave functions to the operators. Although we shall not
use this Heisenberg representation (as opposed to the Schrédinger represen-
tation) of operators in the present volume, a statement of it is given here
with a view to applications in the relativistic theory.

We define the operator (which is unitary; see (12.13))

§ = exp (—%flt) , (13.2)

where H is the Hamiltonian of the system. By definition, its eigenfunctions
are the same as those of the operator H, i.e. the stationary-state wave
functions ¢, (q), where

~ i
Hence it follows that the expansion (10.3) of an arbitrary wave function ¥
in terms of the stationary-state wave functions can be written in the operator
form
U(g,t) = S¥(q,0), (13.4)

i.e. the effect of the operator S is to convert the wave function of the system
at some initial instant into the wave function at an arbitrary instant.
Defining, as in (12.7), the time-dependent operator

fty=57f8 (13.5)

we have

Rw:/v@wmwwm@, (13.6)
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and thus obtain the formula (3.8) for the mean value of the quantity f in
a form in which the time dependence is entirely transferred to the operator
(for our definition of an operator rests on formula (3.8)).

It is evident that the matrix elements of the operator (13.5) with respect
to the stationary-state wave functions are the same as the time-dependent
matrix elements f,,,(t) defined by formula (11.3).

Finally, differentiating the expression (13.5) with respect to time (assum-
ing that the operators annd H do not themselves involve t), we obtain

) 5y 1

S0 = [Hf) - fo ], (13.7)

which is similar in form to (9.2) but has a somewhat different significance:

the expression (9.2) defines the operator f corresponding to the physical
quantity f, while the left-hand side of equation (13.7) is the time derivative
of the operator of the quantity f itself.

§ 14. The density matrix

The description of a system by means of a wave function is the most
complete description possible in quantum mechanics, in the sense indicated
at the end of §1.

States that do not allow such a description are encountered if we consider
a system that is part of a larger closed system. We suppose that the closed
system as a whole is in some state described by the wave function ¥(q, z),
where = denotes the set of coordinates of the system considered, and ¢ the
remaining coordinates of the closed system. This function in general does
not fall into a product of functions of x and of ¢ alone, so that the system
does not have its own wave function.'’)

Let f be some physical quantity pertaining to the system considered. Its
operator therefore acts only on the coordinates x, and not on q. The mean
value of this quantity in the state considered is

f= // \I!*(q,x)f‘lf(q,x)dqu. (14.1)

19) In order that ¥(g, ) should (at a given instant) fall into such a product, the mea-
surement as a result of which this state was brought about must completely describe the
system considered and the remainder of the closed system separately. In order that ¥(q, x)
should continue to have this form at subsequent instants, it is necessary in addition that
these parts of the closed system should not interact (see §2). Neither of these conditions
is now assumed.
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We introduce the function p(x,z’) defined by

plana) = [ Wla.0) W (g.0')dg (142

where the integration is extended only over the coordinates ¢; this function
is called the density matriz of the system. From the definition (14.2) it is
evident that the function is “Hermitian”:

p(z, ') = p(2', x) (14.3)

The “diagonal elements” of the density matrix

ol ) = / W(g, 2)Pdg

determine the probability distribution for the coordinates of the system.
Using the density matrix, we can write the mean value f in the form

f= / [fp(x,x’)x/:xdx} (14.4)

Here facts only on the variables x in the function p(z,z’); after calculating
the result of its action, we put ' = x. We see that, if we know the density
matrix, we can calculate the mean value of any quantity characterizing the
system. It follows from this that, by means of p(x, '), we can also determine
the probabilities of various values of the physical quantities in the system.
Thus the state of a system which does not have a wave function can be de-
scribed by means of a density matrix. This does not contain the coordinates
q which do not belong to the system concerned, though, of course, it depends
essentially on the state of the closed system as a whole.

The description by means of the density matrix is the most general form
of quantum-mechanical description of the system. The description by means
of the wave function, on the other hand, is a particular case of this, cor-
responding to a density matrix of the form p(z,2’) = U(x)U*(z’). The
following important difference exists between this particular case and the
general one.'’) For a state having a wave function there is always a com-
plete set of measuring processes such that they lead with certainty to definite
results (mathematically, this means that W is an eigenfunction of some oper-
ator). For states having only a density matrix, on the other hand, there is no
complete set of measuring processes whose result can be uniquely predicted.

1) States having a wave function are called “pure” states, as distinct from “mixed”

states, which are described by a density matrix.
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Let us now suppose that the system is closed, or became so at some
instant. Then we can derive an equation giving the change in the density
matrix with time, similar to the wave equation for the ¥ function. The
derivation can be simplified by noticing that the required linear differential
equation for p(z,a’,t) must be satisfied in the particular case where the
system has a wave function, i.e.

plx, 2’ t) = U(x, t)U*(z,1).

Differentiating with respect to time and using the wave equation (8.1), we
have

ov*(a',t)

oV (x,t)
ot t

= U (2!, ) HV (2, t) — W(z, t) H*V* (2, 1),

where H is the Hamiltonian of the system, acting on a function of x, and '
is the same operator acting on a function of 2’. The functions ¥* (:E t) and
U(x,t) can obviously be placed behind the respective operators H and H !
and we thus obtain the required equation:

0 't

lh p(‘,‘v7 x Y )
ot

Let W, (x,t) be the wave functions of the stationary states of the system,

i.e. the eigenfunctions of its Hamiltonian. We expand the density matrix in
terms of these functions; the expansion consists of a double series in the form

plz,a',1) ZZamn\If 2 )W, (2, 1)
- Z Z V(@) Pm(2) exp (%(En - Em)t> : (14.6)

For the density matrix, this expansion plays a part analogous to that of the
expansion (10.3) for wave functions. Instead of the set of coefficients a,,, we
have here the double set of coefficients a,,,. These clearly have the property
of being “Hermitian”, like the density matrix itself:

= (H — H")p(z,2', ). (14.5)

an. = Qmn. (14.7)

For the mean value of some quantity f we have, substituting (14.6) in (14.4),

ZZamn/\P* T t)f\I’ (x,t)dz,
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or

7 - Z Z am"fnm(t) = Z Z amnfnm €Xp (%(En - Em>t) y (148)

where f,,, are the matrix elements of the quantity f. This expression is
similar to formula (11.1).1%)

The quantities a,,, must satisfy certain inequalities. The “diagonal ele-
ments” p(x,x) of the density matrix, which determine the probability distri-
bution for the coordinates, must obviously be positive quantities. It therefore
follows from the expression (14.6) (with ' = x) that the quadratic form

DY amnbibm

constructed with the coefficients a,,, (where the &, are arbitrary complex
quantities) must be positive. This places certain conditions, known from
the theory of quadratic forms, on the quantities a,,,. In particular, all the
“diagonal” quantities must clearly be positive:

anm 2 0 (14.9)
and any three quantities a,,, amm and a,,, must satisfy the inequality
i@ 2 G| (14.10)

To the “pure” case, where the density matrix reduces to a product of
functions, there evidently corresponds a matrix a,,, of the form

Ay, = A Q. (14.11)

n

We shall indicate a simple criterion which enables us to decide, from the form
of the matrix a,,,, whether we are concerned with a “pure” or a “mixed”
state. In the pure case we have

2 * * * 2 *
(@) mn = E e Ulery, = E A g = ama,, E lag|” = apal,
k k k

or
(a2)mn = Qmn, (1412)

i.e. the density matrix is equal to its own square.

The quantities a,,, form the density matrix in the energy representation. The de-
scription of the states of a system by means of this matrix was introduced independently
by L. Landau and F. Bloch in 1927.

12)
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§ 15. Momentum

Let us consider a closed system of particles not in an external field. Since
all positions in space of such a system as a whole are equivalent, we can say,
in particular, that the Hamiltonian of the system does not vary when the
system undergoes a parallel displacement over any distance. It is sufficient
that this condition should be fulfilled for an arbitrary small displacement.

An infinitely small parallel displacement over a distance dr signifies a
transformation under which the radius vectors r, of all the particles (a being
the number of the particle) receive the same increment ér : r, — r, + or.
An arbitrary function (71, 79, . ..) of the coordinates of the particles, under
such a transformation, becomes the function

(ry +0r,rg +or,...) :w(rl,r2,,,')+5r.ZVGw

— (1467 Va)p(r,m, )

(V. denotes the operator of differentiation with respect to r,). The expres-
sion

1+6r- -V,

is the operator of an infinitely small displacement, which converts the func-
tion (71,7, ... ) into the function

Y(ry +dr,ry + 7, ... ).

The statement that some transformation does not change the Hamilto-
nian means that, if we make this transformation on the function Ht), the
result is the same as if we make it only on the function ¢ and then apply
the operator H. Mathematically, this can be written as follows. Let™ be

the operator which effects the transformation in question. Then we have
O(Hv) = H(Ov), whence

OH—HO =0
Le. the Hamiltonian must commute with the operator 0.
In the case considered, the operator O is the operator of an infinitely
small displacement. Since the unit operator (the operator of multiplying by

unity) commutes, of course, with any operator, and the constant factor or
can be taken in front of H, the condition OH — HO = 0 reduces here to

(Ze)rafpe)-e o
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As we know, the commutability of an operator (not containing the time
explicitly) with H means that the physical quantity corresponding to that
operator is conserved. The quantity whose conservation for a closed system
follows from the homogeneity of space is the momentum of the system (cf.
Mechanics, §7). Thus the relation (15.1) expresses the law of conservation
of momentum in quantum mechanics; the operator ), V, must correspond,
apart from a constant factor, to the total momentum of the system, and each
term V, of the sum to the momentum of an individual particle.

The coefficient of proportionality between the operator p of the momen-
tum of a particle and the operator V can be determined by means of the
passage to the limit of classical mechanics, and is —iA:

p = —1hV (15.2)
or, in components,
0 0 0
Dy = —ih—, p, = —ih—, p,=—ih—
b Vo P ! dy b a2

Using the limiting expression (6.1) for the wave function, we have
p= ih%\IJVS —UVS

i.e. in the classical approximation the effect of the operator reduces to multi-
plication by VS. The gradient V.S of the action is the classical momentum
p of the particle (see Mechanics, §43).

It is easy to see that the operator (15.2) is Hermitian, as it should be.
For, with arbitrary functions ¢ (z) and ¢(x) which vanish at infinity, we have

/gpﬁxzbdx = —ih/gpa—wdx = ih/¢a£dx = /Qﬂﬁ;gpdx,
Ox ox

and this is the condition that the operator should be Hermitian.

Since the result of differentiating functions with respect to two different
variables is independent of the order of differentiation, it is clear that the
operators of the three components of momentum commute with one another:

ﬁrﬁy - ﬁyﬁx = 0; ﬁxﬁz - ﬁzﬁ:p =0 ﬁyﬁz - ﬁzﬁy =0 (15?))

This means that all three components of the momentum of a particle can
simultaneously have definite values.

Let us find the eigenfunctions and eigenvalues of the momentum opera-
tors. They are determined by the vector equation

iV = pio (15.4)
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The solutions are of the form
P =C.ePr/h (15.5)

where C is a constant. If all three components of the momentum are given
simultaneously, we see that this completely determines the wave function of
the particle. In other words, the quantities p,, py, p. form one of the possible
complete sets of physical quantities for a particle. Their eigenvalues form a
continuous spectrum extending from —oo to +o0.

According to the rule (5.4) for normalizing the eigenfunctions of a contin-
uous spectrum, the integral [ % 1,dV taken over all space (dV = dzdydz)
must be equal to the delta function §(p’ — p)."*) However, for reasons that
will become clear from subsequent applications, it is more natural to normal-
ize the eigenfunctions of the particle momentum by the delta function of the
momentum difference divided by 27h:

. (P —p
i (%)

[ ivnav = ms(el (15.6)

(since each of the three factors in the three-dimensional delta function is
O[(pl, — pz)/2mh] = 21hé (Pl p.), and so on).
The integration is effected by means of the formula'?)

or, equivalently,

+oo
%/_m e8dg = 6(a) (157)

This shows that the constant in (15.5) is equal to unity if the normalization
is according to (15.6):'%) _
P, = Pr/h (15.8)

13) The three-dimensional function §(a) of a vector a is defined as a product of delta
functions of the components of the vector a: d(a) = §(az)d(ay)d(as).

14) The conventional meaning of this formula is that the function on the left-hand side
has the property (5.8) of the delta function. Substituting d(z — a) in the form (15.7), we

obtain from (5.8) the well-known Fourier integral formula

fla) = //0; f(m)eié(x*“)dx%

27

15) Note that with this normalization the probability density |¥|? = 1, i.e. the function
is normalised to “one particle per unit volume”. This agreement of normalizations is, of
course, no accident; see the last footnote to §48.
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The expansion of an arbitrary wave function 1 (r) of a particle in terms
of the eigenfunctions 1, of its momentum operator is simply the expansion
as a Fourier integral:

U(r) = /a(p)wp(r) (2%3;)3 = /a(p)eip-r/h% (15.9)

(where d®p = dp,dp,dp.). The expansion coefficients a(p) are, according to
formula (5.3),

/w r)dV = /¢ e Py (15.10)

The function a(p) can be regarded (see §5) as the wave function of the particle
in the “momentum representation”;

is the probability that the momentum has a value in the interval d3p.

Just as the operator p corresponds to the momentum, determining its
eigenfunctions in the coordinate representation, we can introduce the opera-
tor 7 of the coordinates of the particle in the momentum representation. It
must be defined so that the mean value of the coordinates can be represented

in the form &
_ RPN yZ

On the other hand, this mean value is determined from the wave function
(r) by
= / YrrydV.

Substituting ¢(7) in the form (15.9) we have (integrating by parts)

oen D . oem0a(p) dPp
_ ip-r/h _ ipr/h
r(r) /’ra(p)e (2mh)3 /1he op (2mh)3

Using this expression and (15.10), we find

1p7' h d3p o cr % aa(p) dgp
//¢ /dVW = /1ha (p) op (2]

Comparing with (15.11), we see that the radius vector operator in the mo-
mentum representation is

0

S
T op

(15.12)
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The momentum operator in this representation reduces simply to multipli-
cation by p.

Finally, we shall express in terms of p the operator of a parallel displace-
ment in space over any finite (not only infinitesimal) distance a. By the
definition of this operator (T},) we must have

Ta(r) = (r + a).
Expanding the function ¢(r + a) in a Taylor series, we have

O (r)

U(r+a)= () +a- ]

or, introducing the operator p = ihV,

+ ...,

1/ )\
Y(r+a)= 1+%a-p—|—§ (%a-p) + .| Y(r).
The expression in brackets is the operator
T, = exp (%a -ﬁ) (15.13)

This is the required operator of the finite displacement.

§ 16. Uncertainty relations

Let us derive the rules for commutation between momentum and coordi-
nate operators. Since the result of successively differentiating with respect
to one of the variables z,y, 2 and multiplying by another of them does not
depend on the order of these operations, we have

and similarly for p,, p;.
To derive the commutation rule for p, and x, we write

0 o
DT — TPy )Y = —1h—(2) + the— = ik
(P — 2P = —ih—(a) + ha 52 = iy
We see that the result of the action of the operator p,x — xp, reduces to
multiplication by ih; the same is true, of course, of the commutation of p,

with y and p, with 2. Thus we have'®)
De — TPy = —ih, Py — yp = —ih, Dat — Ty = —ih (16.2)

16) These relations, discovered in matrix form by Heisenberg in 1925, formed the genesis

of quantum mechanics.
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All the relations (16.1) and (16.2) can be written jointly in the form

Before going on to examine the physical significance of these relations
and their consequences, we shall set down two formulae which will be useful
later. Let f(7) be some function of the coordinates. Then

pf(r)— f(r)p=—ihVf (16.4)

For
(pf — fP)Y = —in[V(fy) — VY] = -V f

A similar relation holds for the commutator of » with a function of the
momentum operator:

F@r - (@) =i (16.5)

It can be derived in the same way as (16.4) if we calculate in the momentum
representation, using the expression (15.12) for the coordinate operators.

The relations (16.1) and (16.2) show that the coordinate of a particle
along one of the axes can have a definite value at the same time as the
components of the momentum along the other two axes; the coordinate and
momentum component along the same axis, however, cannot exist simulta-
neously. In particular, the particle cannot be at a definite point in space and
at the same time have a definite momentum p.

Let us suppose that the particle is in some finite region of space, whose di-
mensions along the three axes are (of the order of magnitude of) Az, Ay, Az.
Also, let the mean value of the momentum of the particle be pg. Mathemati-
cally, this means that the wave function has the form ¢ = u(r)eipo”/ h where
u(r) is a function which differs considerably from zero only in the region of
space concerned. We expand the function ¢ in terms of the eigenfunctions
of the momentum operator (i.e. as a Fourier integral). The coefficients a(p)
in this expansion are determined by the integrals (15.10) of functions of the
form u(r)elPo—P)7/h If this integral is to differ considerably from zero, the
periods of the oscillatory factor e!®~P)*/" must not be small in comparison
with the dimensions Az, Ay, Az of the region in which the function u(r)
is different from zero. This means that a(p) will be considerably different
from zero only for values of p such that (po, — p.)Azx/h < 1, ete. Since
la(p)|* determines the probability of the various values of the momentum,
the ranges of values of p,, p,, p. in which a(p) differs from zero are just those
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in which the components of the momentum of the particle may be found, in
the state considered. Denoting these ranges by Ap,, Ap,, Ap,, we thus have

Ap,Ax ~ h, Ap,Ay ~ h, Ap.Az ~ h (16.6)

These relations, known as the uncertainty relations, were obtained by Heisen-
berg in 1927.

We see that, the greater the accuracy with which the coordinate of the
particle is known (i.e. the less Az), the greater the uncertainty Ap, in
the component of the momentum along the same axis, and vice versa. In
particular, if the particle is at some completely definite point in space (Ax =
Ay = Az = 0), then Ap, = Ap, = Ap, = oco. This means that all values
of the momentum are equally probable. Conversely, if the particle has a
completely definite momentum p, then all positions of it in space are equally
probable (this is seen directly from the wave function (15.8), whose squared
modulus is quite independent of the coordinates).

If the uncertainties of the coordinates and momenta are specified by the
standard deviations

dx =1\/(x —T)2, Op,=1/(r—7T)3?

we can specify exactly the least possible value of their product (H. Weyl).
Let us consider the one-dimensional case of a wave packet with wave function
Y (z) depending on only one coordinate, and assume for simplicity that the
mean values of z and p, in this state are zero. We consider the obvious

inequality

where « is an arbitrary real constant. On calculating this integral, noticing
that

2

aam,b%—% dx >0

dx

/ " 2l = (52)?,

/( ‘Wm oy w) :/:cdw|2 /le dz = —1,

ey ey

we obtain

(0p2)”

2 —
a?(6x)* —a + 2

>0
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If this quadratic (in «) trinomial is positive for all «, its discriminant must
be negative, which gives the inequality

0x0p, = 0 (16.7)

The least possible value of the product is i/2, and occurs for wave packets
with wave functions of the form

1 i x’
= G (i~ ) e

where pg and dx are constants. The probabilities of the various values of the
coordinates in such a state are

o = o (55
Vamse 0\ 2000
and thus have a Gaussian distribution about the origin (the mean value

T = 0) with standard deviation dz. The wave function in the momentum
representation is

a(pz) = /_Z¢(I) exp (—iz%> dzx

Calculation of the integral gives

G "),

a(p,) = const - exp (—

The distribution of probabilities of values of the momentum, |a(p,)[?, is also
Gaussian about the mean value p, = pg, with standard deviation dp, =
h/20x, so that the product dp,dx is indeed h/2.

Finally, we shall derive another useful relation. Let f and g be two
physical quantities whose operators obey the commutation rule

fG—gf = —ine (16.9)

where ¢ is the operator of some physical quantity c¢. On the right-hand side
of the equation the factor A is introduced in accordance with the fact that in
the classical limit (i.e. as A — 0) all operators of physical quantities reduce
to multiplication by these quantities and commute with one another. Thus,
in the “quasi-classical” case, we can, to a first approximation, regard the
right-hand side of equation (16.9) as being zero. In the next approximation,
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the operator can be replaced by the operator of simple multiplication by
the quantity c. We then have

fG—3f = —ihe.

This equation is exactly analogous to the relation p,x — xp, = —ih, the only
difference being that, instead of the constant i, we have'”) the quantity hc.
We can therefore conclude, by analogy with the relation AxzAp, ~ h, that
in the quasi-classical case there is an uncertainty relation

AfAg ~ he (16.10)

for the quantities f and g. L

In particular, if one of these quantities is the energy(f = H) and the
operator (g) of the other does not depend explicitly on the time, then by 9.2
c = ¢, and the uncertainty relation in the quasi-classical case is

AEAg ~ hg. (16.11)

17) The classical quantity c is the Poisson bracket of the quantities f and g; see the

footnote in §9.
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CHAPTER III

SCHRODINGER’S EQUATION

17. Schrodinger’s equation
§ g q

The form of the wave equation of a physical sysytem is detemined by
its Hamiltonian, which is therefore of fundamental significance in the whole
mathematical fomulation of quantum mechanics.

The form of the Hamiltonian for a free particle is established by the gen-
eral requirements imposed by the homogeneity and isotropy of space and
by Galileo’s relativity principle. In classical mechanics, these requirements
lead to a quadratic dependence of the energy of the particle on its momen-
tum: E = p?/2m, where the constant m is called the mass of the particle
(see Mechanics, §4). In quantum mechanics, the same requirements lead to
a corresponding relation for the energy and momentum eigenvalues, these
quantities being conserved and simultaneously measurable (for a free parti-
cle).

If the relation E = p?/2m holds for every eigenvalue of the energy and
momentum, the same relation must hold for their operators also:

~ 1
H=_—(p>+p>+p 17.1
o (P Dy 72 (17.1)

Substituting here from (15.2), we obtain the Hamiltonian of a freely moving

particle in the form
~ h
H=—-——A 17.2
v (17.2)
where A = 9%/02* + 02 /0y* + 0?/02” is the Laplacian operator.
The Hamiltonian of a system of non-interacting particles is equal to the
sum of the Hamiltonians of the separate particles:

H=-—Y =2 (17.3)
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(the suffix a is the number of the particle; A, is the Laplacian operator
in which the differentiation is with respect to the coordinates of the ath
particle).

In classical (non-relativistic) mechanics, the interaction of particles is
described by an additive term in the Hamiltonian, the potential energy of
the interaction U(rq, 79, ...), which is a function of the coordinates of the
particles. By adding a similar function to the Hamiltonian of the system, the
interaction of particles can be represented in quantum mechanics') :

H=—=S =24 U(r,ry,...). (17.4)

The first term can be regarded as the operator of the kinetic energy and the
second as that of the potential energy. In particular, the Hamiltonian for a
single particle in an external field is

~ PP h?
. +U(x,y,2) Sy +Ul(x,9, 2), (17.5)

where U(x,y, z) is the potential energy of the particle in the external field.

Substituting the expressions (17.2) to (17.5) in the general equation (8.1),
we obtain the wave equations for the corresponding systems. We shall write
out here the wave equation for a particle in an external field:

ov h?
ih— = —— AV 17.
ih 5 o DY + Ux,y,2) (17.6)
The equation (10.2), which determines the stationary states, takes the
form
h2
— A+ [E—-U(x,y,2)]|v=0 (17.7)

2m
The equations (17.6) and (17.7) were obtained by Schrédinger in 1926 and
are called Schrodinger’s equations.
For a free particle, equation (17.7) has the form

h?
oAU+ By =0 (17.8)

This equation has solutions finite in all space for any positive value of the
energy F. For states with definite directions of motion, these solutions are

1) This statement is, of course, not a logical consequence of the basic principles of
quantum mechanics, and is to be regarded as a deduction from experiment.



Chap. III SCHRODINGER’S EQUATION 61

eigenfunctions of the momentum operator, with £ = p?/2m. The complete
(time-dependent) wave functions of such stationary states are

U = const - exp (% (Et — pr)) : (17.9)

Each such function, a plane wave, describes a state in which the particle
has a definite energy E and momentum p. The angular frequency of this
wave is E/h and its wave vector k = p/h; the corresponding wavelength
27th/p is called the de Broglie wavelength of the particle.?)

The energy spectrum of a freely moving particle is thus found to be
continuous, extending from zero to +o0o. Each of these eigenvalues (except
E = 0) is degenerate, and the degeneracy is infinite. For there corresponds
to every value of E, different from zero, an infinite number of eigenfunctions
(17.9), differing in the direction of the vector p, which has a constant absolute
magnitude.

Let us enquire how the passage to the limit of classical mechanics occurs
in Schrédinger’s equation, considering for simplicity only a single particle in
an external field. Substituting in Schrodinger’s equation (17.6) the limiting
expression (6.1) for the wave function,¥ = ae*/" | we obtain, on performing
the differentiation,

05 oa ih ih h?
— —ih—+ — (VS ——AS—— SVa— —Aa+Ua = 0.
a 0t+ (V) 5 & VSVa 5 a+Ua
In this equation there are purely real and purely imaginary terms (we
recall that S and a are real); equating each separately to zero, we obtain two

equations

08 1 h?
— + —(VS)?+U - Aa =0
ot + 2 (VS)+ ma
da
— —AS SVa = 0.
9 + — V Va =
Neglecting the term containing A in the first of these equations, we obtain
0S 1
ot (VS +U =0, (17.10)

that is; the classical Hamilton—Jacobi equation for the action S of a particle,
as it should be. We see, incidentally, that, as A — 0 , classical mechanics
is valid as far as quantities of the first (and not only the zero) order in h
inclusive.

2) The idea of a wave related to a particle was first introduced by L. de Broglie in 1924.
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The second equation obtained above, on multiplication by 2a, can be

rewritten in the form )
%it + div (&%S) =0 (17.11)

This equation has an obvious physical meaning: a? is the probability den-
sity for finding the particle at some point in space(|¥|? = a?);V.S/m = p/m
is the classical velocity v of the particle. Hence equation (17.11) is simply
the equation of continuity, which shows that the probability density “moves”
according to the laws of classical mechanics with the classical velocity v at
every point.

PROBLEM

Find the transformation law for the wave function in a Galilean transformation.

SOLUTION.Let us apply the transformation to the wave function for free
motion of a particle (a plane wave). Since any function ¥ can be expanded in
plane waves, this will also give the transformation law for any wave function.

The plane waves in the frames of reference K and K’ (K’ moving with velocity
V relative to K) are

U(r,t) = const - exp [i(pr — Et)/h],
W'(r',t) = const - exp [i(p'r’ — E't) /1],

where r» = v’ +V't; the particle momenta and energies in the two frames are related
by
p=p +mV,E=FE +Vp +mV?/2

(see Mechanics, §8). Substitution of these expressions in ¥ gives

. V2
U(r,t) = V' (v t) exp [fli <mV7“’ - m2 t)] =

= U'(r — Vt,t) exp [; <mv7~ - mVZt)] . ()

This formula does not contain the parameters of the free motion of the particle,
and gives the required general transformation law for the wave function of any
state of the particle. For a system of particles, the exponent in (1) contains a
summation over the particles.

§ 18. The fundamental properties of Schrodinger’s
equation

The conditions which must be satisfied by solutions of Schrédinger’s equa-
tion are very general in character. First of all, the wave function must be
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single-valued and continuous in all space. The requirement of continuity is
maintained even in cases where the field U(z,y, z) itself has a surface of dis-
continuity. At such a surface both the wave function and its derivatives must
remain continuous. The continuity of the derivatives, however, does not hold
if there is some surface beyond which the potential energy U becomes infi-
nite. A particle cannot penetrate at all into a region of space where U = oo,
i.e. we must have ¢y = 0 everywhere in this region. The continuity of 1
means that ¢ vanishes at the boundary of this region; the derivatives of 1,
however, in general are discontinuous in this case.

If the field U(z,y, z) nowhere becomes infinite, then the wave function
also must be finite in all space. The same condition must hold in cases where
U becomes infinite at some point but does so only as 1/r° with s < 2 (see
also §35).

Let Upin be the least value of the function U(z,y, z). Since the Hamil-
tonian of a particle is the sum of two terms, the operators of the kinetic
energy T and of the potential energy, the mean value E of the energy in
any state is equal to the sum T + U. But all the eigenvalues of the operator
T'(which is the Hamiltonian of a free particle) are positive; hence the mean
value T > 0. Recalling also the obvious inequality U > Uy, we find that
E > Upin. Since this inequality holds for any state, it is clear that it is valid
for all the eigenvalues of the energy:

En > Umin (181)

Let us consider a particle moving in an external field which vanishes at infin-
ity; we define the function U(z,y, z), in the usual way, so that it vanishes at
infinity. It is easy to see that the spectrum of negative eigenvalues of the en-
ergy will then be discrete, i.e. all states with ¥ < 0 in a field which vanishes
at infinity are bound states. For, in the stationary states of a continuous
spectrum, which correspond to infinite motion, the particle reaches infinity
(see §10); however, at sufficiently large distances the field may be neglected,
the motion of the particle may be regarded as free, and the energy of a freely
moving particle can only be positive.

The positive eigenvalues, on the other hand, form a continuous spectrum
and correspond to an infinite motion; for £ > 0, Schrodinger’s equation
in general has no solutions (in the field concerned) for which the integral
J1[*dV converges.?)

Attention must be drawn to the fact that, in quantum mechanics, a parti-
cle in a finite motion may be found in those regions of space where £ < U; the

3) However, it must be mentioned that, for some particular mathematical forms of the
function U (x, y, z) (which have no physical significance), a discrete set of values may be
absent from the otherwise continuous spectrum.
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probability |¢|? of finding the particle tends rapidly to zero as the distance
into such a region increases, yet it differs from zero at all finite distances.
Here there is a fundamental difference from classical mechanics, in which a
particle cannot penetrate into a region where U > FE. In classical mechanics
the impossibility of penetrating into this region is related to the fact that, for
E < U, the kinetic energy would be negative, that is, the velocity would be
imaginary. In quantum mechanics, the eigenvalues of the kinetic energy are
likewise positive; nevertheless, we do not reach a contradiction here, since, if
by a process of measurement a particle is localized at some definite point of
space, the state of the particle is changed, as a result of this process, in such
a way that it ceases in general to have any definite kinetic energy.

If U(z,y,z) > 0in all space(and U — 0 at infinity), then, by the inequal-
ity (18.1), we have E,, > 0. Since, on the other hand, for E > 0 the spectrum
must be continuous, we conclude that, in this case, the discrete spectrum is
absent altogether, i.e. only an infinite motion of the particle is possible.

Let us suppose that, at some point (which we take as origin), U tends to
—o0 in the manner

U~ —ar™® «o>0. (18.2)

We consider a wave function finite in some small region (of radius ro) about
the origin, and equal to zero outside this region. The uncertainty in the
values of the coordinates of a particle in such a wave packet is of the order
of ro; hence the uncertainty in the value of the momentum is ~ h/ry. The
mean value of the kinetic energy in this state is of the order of h?/mrZ, and
the mean value of the potential energy is ~ —a/r§. Let us first suppose that
s < 2. Then the sum
h? /mry — a/rs

takes arbitrarily larpe negative values for sufficiently small ry. If, however,
the mean energy can take such values, this always means that the energy has
negative eigenvalues which are arbitrarily large in absolute value. The motion
of the particle in a very small region of space near the origin corresponds to
the energy levels with large |FE|. The “normal” state corresponds to a particle
at the origin itself, i.e. the particle “falls” to the point r = 0.

If, however, s < 2, the energy cannot take arbitrarily large negative values.
The discrete spectrum begins at some finite negative value. In this case the
particle does not fall to the centre. It should be mentioned that, in classical
mechanics, the fall of a particle to the centre would be possible in principle in
any attractive field (i.e. for any positive s). The case s = 2 will be specially
considered in §35.

Next, let us investigate how the nature of the energy spectrum depends on
the behaviour of the field at large distances. We suppose that, as r — oo, the
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potential energy, which is negative, tends to zero according to the power law
(18.2) (r is now large in this formula), and consider a wave packet “filling”
a spherical shell of large radius ry and thickness Ar < ry. Then the order
of magnitude of the kinetic energy is again h?/m(Ar)?, and of the potential
energy, —a/r§. We increase rg, at the same time increasing Ar, in such a
way that Ar increases proportionally to ro. If s < 2, then the sum becomes
negative for sufficiently large ry. Hence it follows that there are stationary
states of negative energy, in which the particle may be found, with a fair
probability, at large distances from the origin. This, however, means that
there are levels of arbitrarily small negative energy (it must be recalled that
the wave functions rapidly tend to zero in the region of space where U > E).
Thus, in this case, the discrete spectrum contains an infinite number of levels,
which become denser and denser towards the level £ = 0.

If the field diminishes as —1/7* at infinity, with s > 2, then there are not
levels of arbitrarily small negative energy. The discrete spectrum terminates
at a level with a non-zero absolute value, so that the total number of levels
is finite.

Schrodinger’s equation for the wave functions i of stationary states is
real, as are the conditions imposed on its solution. Hence its solutions can
always be taken as real.?) The eigenfunctions of non-degenerate values of the
energy are automatically real, apart from the unimportant phase factor. For
1* satisfies the same equation as v, and therefore must also be an eigenfunc-
tion for the same value of the energy; hence, if this value is not degenerate, 1
and ¥* must be essentially the same, i.e. they can differ only by a constant
factor (of modulus unity). The wave functions corresponding to the same
degenerate energy level need not be real, however, but by a suitable choice
of linear combinations of them we can always obtain a set of real functions.

The complete (time-dependent) wave functions ¥ are determined by an
equation in whose coefficients i appears. This equation, however, retains the
same form if we replace t in it by —t and at the same time take the complex
conjugate.”) Hence we can always choose the functions ¥ in such a way that
U and U* differ only by the sign of the time.

As is well known, the equations of classical mechanics are unchanged by
time reversal, i.e. when the sign of the time is reversed. In quantum mechan-
ics, the symmetry with respect to the two directions of time is expressed, as
we see, in the invariance of the wave equation when the sign of ¢ is changed
and ¥ is simultaneously replaced by ¥*. However, it must be recalled that

4) These assertions are not valid for systems in a magnetic field.
%) It is assumed that the potential energy U does not depend explicitly on the time: the
system is either closed or in a constant (non-magnetic) field.
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this symmetry here relates only to the equation, and not to the concept of
measurement itself, which plays a fundamental part in quantum mechanics
(as we have explained in detail in §7).

§ 19. The current density

In classical mechanics the velocity v of a particle is related to its mo-
mentum by p = mw. A similar relation holds between the corresponding
operators in quantum mechanics, as we should expect. This is easily shown
by calculating the operator by the general rule (9.2) for the differentiation of
operators with respect to time:

v = % (f[ r—rH ) :
Using the expression (17.5) for H and formula (16.5), we obtain

5=p/m (19.1)

Similar relations will clearly hold between the eigenvalues of the velocity and
momentum, and between their mean values in any state.

The velocity, like the momentum of a particle, cannot have a definite
value simultaneously with the coordinates. But the velocity multiplied by
an infinitely short time interval d¢ gives the displacement of the particle in
the time dt. Hence the fact that the velocity cannot exist at the same time
as the coordinates means that, if the particle is at a definite point in space
at some instant, it has no definite position at an infinitely close subsequent
instant. R

We may notice a useful formula for the operator f of the derivative, with
respect to time, of some quantity f(r) which is a function of the radius vector
of the particle. Bearing in mind that f commutes with U(r), we find

-~

= (A 1R) =5 (57— 15
Using (16.4), we can write

p'f=p(fp—ihVf), fp*=(Pf—ihVf)P

Thus we obtain the required expression:

j

(iNf +Vf-p) (19.2)
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Next, let us find the acceleration operator. We have
o= (A5 —o0) = - (Ap—pH) = — (Up— V)
v=—-|Hv—-vH)=— — = — —
h mh \"P PR Ty PP
Using formula (16.4), we find
mo = —VU. (19.3)
This operator equation is exactly the same in form as the equation of motion
(Newton’s equation) in classical mechanics.
The integral [|¥]*dV, taken over some finite volume V/, is the probability

of finding the particle in this volume. Let us calculate the derivative of this
probability with respect to time. We have

a/m dv_/<\1/ = +\I/E)dv_h/<IIJH\I/ \IfH\I/)dV.

Substituting here

N 72
H=H"=——A+U(x,y,2)
2m

and using the identity

VAT* — UFAT = div (IVE* — T*VT)

d
&/mfy?dv = —/divjdV

where j denotes the vector®)

we obtain

. ik
j=

" 2m

(V" — U V) = o (VP V" + U°HY). (19.4)

1

m
The integral of divy can be transformed by Gauss’s theorem into an integral
over the closed surface which bounds the volume V:

%/m?dv =— fjdf (19.5)

6) If 4 is written as |t)|e!¥, then

. h
ji= E'Wvo‘ (19.4a)
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It is seen from this that the vector 3 may be called the probability current
density vector, or simply the current density. The integral of this vector over
a surface is the probability that the particle will cross the surface during unit
time. The vector j and the probability density |¥|? satisfy the equation

o
ot

+divj =0 (19.6)

which is analogous to the classical equation of continuity.

The wave function of free motion (the plane wave (17.9)) can be normal-
ized so as to describe a flow of particles with unit current density (in which,
on average, one particle crosses a unit cross-section of the flow per unit time).
This function is then

1 i

V= e {—ﬁ(Et - p'r)] , (19.7)

where v is the velocity of the particle, since substitution of this in (19.4) gives
Jj = p/muo, i.e. a unit vector in the direction of the motion.
It is useful to show how the orthogonality of the wave functions of states

with different energies follows immediately from Schrédinger’s equation. Let
¥, and 1, be two such functions; they satisfy the equations

h2
__Awm + U¢m - m¢m7

2m
2

i)
—5 - Ay + Uty = Eyify,.
2m
We multiply the first of these by v and the second by 1, and subtract
corresponding terms; this gives
2

h? h

If we now integrate both sides of this equation over all space, the right-hand
side, on transformation by Gauss’s theorem, reduces to zero, and we obtain

(Em — Ep) /wmzp;dv =0,

whence, by the hypothesis E,, # E,, there follows the required orthogonality
relation

/ mtpidV = 0.
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§ 20. The variational principle

SchrOdinger’s equation, in the general form H 1 = K1, can be obtained
from, the variational principle

5 / W (H — E)ibdg =0 (20.1)

Since v is complex, we can vary ¢ and * independently. Varying ¢*, we
have

/ 50 (I — Eypdg = 0

whence, because §i* is arbitrary, we obtain the required equation H Vv = E.
The variation of ¢ gives nothing different. For, varying ¢ and using the fact
that the operator H is Hermitian, we have

[t~ mvag = [sui a0

from which we obtain the complex conjugate equation H ot = Byt

The variational principle (20.1) requires an unconditional extremum of
the integral. It can be stated in a different form by regarding E as a La-
grangian multiplier in a problem with the conditional extremum requirement

5 / W*Hypdg = 0 (20.2)

the condition being
/ww*dq =1 (20.3)

The least value of the integral in (20.2) (with the condition (20.3)) is the
first eigenvalue of the energy, i.e. the energy E, of the normal state. The
function 1 which gives this minimum is accordingly the wave function v, of
the normal state.”) The wave functions v, (n > 0) of the other stationary
states correspond only to an extremum, and not to a true minimum of the
integral.

In order to obtain, from the condition that the integral in (20.2) is a mini-
mum, the wave function ¢; and the energy E; of the state next to the normal
one, we must restrict our choice to those functions v which satisfy not only
the normalization condition (20.3) but also the condition of orthogonality

) In the rest of this section we shall suppose the wave functions v to be real; they can
always be so chosen (if there is no magnetic field).



70 THE VARIATIONAL PRINCIPLE § 20

with the wave function )y of the normal state: [ ¢t)odg = 0. In general, if
the wave functions g, 1, ...,1¥,_1 of the first n states (arranged in order
of increasing energy) are known, the wave function of the next state gives a
minimum of the integral in (20.2) with the additional conditions

/¢2dq:1, /1/}¢mdq:0 m=0,1,2,...,n— 1. (20.4)

We shall give here some general theorems which can be proved from the
variational principle.®)

The wave function v of the normal state does not become zero (or, as we
say, has no nodes) for any finite values of the coordinates.”) In other words,
it has the same sign in all space. Hence, it follows that the wave functions
¥, (n > 0) of the other stationary states, being orthogonal to 1y, must have
nodes (if v, is also of constant sign, the integral [ o1, dg cannot vanish).

Next, from the fact that 1, has no nodes, it follows that the normal
energy level cannot be degenerate. For, suppose the contrary to be true, and
let 19, ¥, be two different eigenfunctions corresponding to the level Ey. Any
linear combination ¢ty + ¢4, will also be an eigenfunction; but by choosing
the appropriate constants ¢, ¢/, we can always make this function vanish at
any given point in space, i.e. we can obtain an eigenfunction with nodes.

If the motion takes place in a bounded region of space, we must have
1 = 0 at the boundary of this region (see §18). To determine the energy
levels, it is necessary to find, from the variational principle, the minimum
value of the integral in (20.2) with this boundary condition. The theorem
that the wave function of the normal state has no nodes means in this case
that 1y does not vanish anywhere inside this region.

We notice that, as the dimensions of the region containing the motion
increase, all the energy levels FE,, decrease; this follows immediately from the
fact that an extension of the region increases the range of functions which
can make the integral a minimum, and consequently the least value of the
integral can only diminish.

The expression

N ;2
[otrvaa= [ [—sz VA + UV | dg

8) The proof of theorems concerning the zeros of eigenfunctions (see also §21) is given by
M. A. Lavrent’ev and L. A. Lyusternik, The Calculus of Variations (Kurs variatsionnogo
ischislemya), 2nd edition, chapter IX, Moscow, 1950; R. Courant and D. Hilbert, Methods
of Mathematical Physics, volume I, chapter VI, Interscience, New York, 1953.

9) This theorem and its consequences are not in general valid for the wave functions of
systems consisting of several identical particles (see the end of §63).
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for the states of the discrete spectrum of a particle system may be trans-
formed into another expression which is more convenient in practice. In the
first term of the integrand we write

VAL = div,(hV g1b) — (Varh)2.

The integral of div,(1)V,1) over all space is transformed into an integral
over an infinitely distant closed surface, and since the wave functions of the
states of a discrete spectrum tend to zero sufficiently rapidly at infinity, this
integral vanishes. Thus

. 2
[vtrvaa= [ [Z T (Vaat)? + U2 da. (20.5)

§ 21. General properties of motion in one dimension

If the potential energy of a particle depends on only one coordinate (),
then the wave function can be sought as the product of a function of y and
z and a function of x only. The former of these is determined by Schrodinger’s
equation for free motion, and the second by the one-dimensional Schrodinger’s
equation )

d 2m

S+ - U@ =0 (21.1)
Similar one-dimensional equations are evidently obtained for the problem of
motion in a field whose potential energy is U(x,y, z) = Uy (z) +Us(y) + Us(2),
i.e. can be written as a sum of functions each of which depends on only one of
the coordinates. In §§22-24 we shall discuss a number of actual examples of
such “one-dimensional” motion. Here we shall obtain some general properties
of the motion.

We shall show first of all that, in a one-dimensional problem, none of the
energy levels of a discrete spectrum is degenerate. To prove this, suppose
the contrary to be true, and let ¥, and 1, be two different eigenfunctions
corresponding to the same value of the energy. Since both of these satisfy
the same equation (21.1), we have

/i /i
Y _2m _ ¥

U h? R
or Y1y — 10 = 0 (the prime denotes differentiation with respect to x).
Integrating this relation, we find

by — 1h11hy = const. (21.2)
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Since 11 = 15 = 0 at infinity, the constant must be zero, and so

Vihs — 1 =0,

or ) /11 = b /1. Integrating again, we obtain 1); = const - ¥, i.e. the two
functions are essentially identical.

The following theorem (called the oscillation theorem) may be stated
for the wave functions v, (x) of a discrete spectrum. The function v, (x)
corresponding to the (n+ 1)th eigenvalue E,, (the eigenvalues being arranged
in order of magnitude), vanishes n times (for finite'®) values of x).

We shall suppose that the function U(z) tends to finite limiting values
as © — oo (though it need not be a monotonic function). We take the
limiting value U(+400) as the zero of energy (i.e. we put U(4+o00) = 0), and
we denote U(—o0) by Uy, supposing that Uy > 0. The discrete spectrum
lies in the range of energy values for which the particle cannot move off to
infinity; for this to be so, the energy must be less than both limiting values
U(+£o00), i.e. it must be negative:

E <0, (21.3)

and we must, of course, have in any case £ > Uy, i.e. the function U(x)
must have at least one minimum with U,;, < 0.
Let us now consider the range of positive energy values less than Uy:

0<E<U (21.4)

In this range the spectrum will be continuous, and the motion of the particle

in the corresponding stationary states will be infinite, the particle moving off
towards x = 400. It is easy to see that none of the eigenvalues of the energy

in this part of the spectrum is degenerate either. To show this, it is sufficient

to notice that the proof given above (for the discrete spectrum) still holds if
the functions 1, 1 are zero at only one infinity (in the present case they
tend to zero as x — —o0).

For sufficiently large positive values of x, we can neglect U (x) in Schrédinger’s

equation (21.1):

'+ 5 B =0
This equation has real solutions in the form of a stationary plane wave

Y = acos(kz + 9) (21.5)

10) TIf the particle can be found only on a limited segment of the x-axis, we must consider

the zeros of ¢, () within that segment.
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where a and § are constants, and the wave numberk = p/h = v/2mE/h. This
formula determines the asymptotic form (for x — 400) of the wave functions
of the non-degenerate energy levels in the range (21.4) of the continuous
spectrum. For large negative values of x, Schrodinger’s equation is

2m
- 7z (Uo = E)¢ =0
The solution which does not become infinite as z — —oo is
1
= he™” = —+/U,— F. 21.6

This is the asymptotic form of the wave function as * — oo. Thus the wave
function decreases exponentially in the region where £ < U.
Finally, for
E>U, (21.7)

the spectrum will be continuous, and the motion will be infinite in both
directions. In this part of the spectrum all the levels are doubly degener-
ate. This follows from the fact that the corresponding wave functions are
determined by the second-order equation (21.1), and both of the two inde-
pendent solutions of this equation satisfy the necessary conditions at infinity
(whereas, for instance, in the previous case one of the solutions became infi-
nite as x — —oo, and therefore had to be rejected). The asymptotic form of
the wave function as x — +o00 is

Y = a1 + aze (21.8)
and similarly for x — —oo. The term e** corresponds to a particle moving
to the right, and e % corresponds to one moving to the left.

Let us suppose that the function U(z) is even [U(z) = U(z)]. Then
Schrodinger’s equation (21.1) is unchanged when the sign of the coordinate
is reversed. It follows that, if ¥ (z) is some solution of this equation, then
Y (—x) is also a solution, and coincides with () apart from a constant factor:
Y(—x) = c(x). Changing the sign of x again, we obtain ¥ (z) = c*(z),
whence ¢ = £1. Thus, for a potential energy which is symmetrical (relative
to x = 0), the wave functions of the stationary states must be either even
[(—x) = ¢(x)] or odd [1p(—z) = —¢p(x)]."}) In particular, the wave function

1) In this discussion it is assumed that the stationary state is not degenerate, i.e. the
motion is not infinite in both directions. Otherwise, when the sign of = is changed, two
wave functions belonging to the energy level concerned may be transformed into each
other. In this case, however, although the wave functions of the stationary states need not
be even or odd, they can always be made so (by choosing appropriate linear combinations
of the original functions).
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of the ground state is even, since it cannot have a node, while an odd function
always vanishes for z = 0 [¢)(0) = —(0) = 0].

To normalize the wave functions of one-dimensional motion (in a contin-
uous spectrum), there is a simple method of determining the normalization
coefficient directly from the asymptotic expression for the wave function for
large values of |x|.

Let us consider the wave function of a motion infinite in one direction,
x — 400. The normalization integral diverges as © — oo (as © — —o0,
the function decreases exponentially, so that the integral rapidly converges).
Hence, to determine the normalization constant, we can replace ¥ by its
asymptotic value (for large positive z), and perform the integration, taking
as the lower limit any finite value of x, say zero; this amounts to neglecting
a finite quantity in comparison with an infinite one. We shall show that the
wave function normalized by the condition

/ Wby = 6 (Z;;; ) — 2mthd(p — p), (21.9)

where p is the momentum of the particle at infinity, must have the asymptotic
form (21.5) with a = 2:

~ 2cos(kx +6) = € +e_i .
o 2 kj 5 1(k:l?+5) (k$+5) 21 10

Since we do not intend to verify the orthogonality of the functions correspond-
ing to different p, on substituting the functions (21.10) in the normalization
integral we shall suppose the momenta p and p’ to be arbitrarily close; we
can therefore put § = ¢’ (in general § is a function of p). Next, we retain in
the integrand only those terms which diverge for p = p’; in other words, we
omit terms containing the factor e**t5)2  Thus we obtain

—+00 . —+00 . “+o00 .
/ Yryde = / ey 4 / e Ry = / Ry
0 0 —00

which, from (15.7), is the same as (21.9).
The change to normalization by the delta function of energy is effected,
in accordance with (5.14), by multiplying v, by

where v is the velocity of the particle at infinity. Thus

1 1
B v 2mtho = v 21tho

,QDE (ei(kcv+5) + e—i(k‘CC-HS)) (2111)
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The current density is 1/(27th) in each of the travelling waves that make up
the stationary wave (21.11). Thus we can formulate the following rule for the
normalization of the wave function for a motion infinite in one direction by
the delta function of energy: having represented the asymptotic expression
for the wave function in the form of a sum of two plane waves travelling in
opposite directions, we must choose the normalization coefficient in such a
way that the current density in the wave travelling towards (or away from)
the origin is 1/(2mh).

Similarly, we can obtain an analogous rule for normalizing the wave func-
tions of a motion infinite in both directions. The wave function will be
normalized by the delta function of energy if the sum of the probability cur-
rents in the waves travelling towards the origin from x = +o0o and * = —o0

is 1/(27th).

§ 22. The potential well

As a simple example of one-dimensional motion, let us consider motion in
a square potential well, i.e. in a field where U (z) has the form shown in FIG.1:
U(x)=0for 0 <z <a, Ulx)="U, for x <0
and r > a. It is evident a priori that for U(z)
E < Uy the spectrum will be discrete, while
for E > U, we have a continuous spectrum of
doubly degenerate levels. U
In the region 0 < z < a we have ’
Schrodinger’s equation

2m
(U Ta =0 (22.1) a x
(the prime denotes differentiation with re- FIG.1
spect to x), while in the region outside the well

"+ QH—ZL(E — Uy =0 (22.2)

For x = 0 and x = a the solutions of these equations must be continuous
together with their derivatives, while for x = +oo the solution of equation
(22.2) must remain finite (for the discrete spectrum when E < Uy, it must
vanish).

For E < Uy, the solution of equation (22.2) which vanishes at infinity is
1) = const - e where

n = %\/Qm(UO — E); (22.3)
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the signs — and + in the exponent refer to the regions x > a and z < 0
respectively. The probability || of finding the particle decreases exponen-
tially in the region where F' < U(x). Instead of the continuity of ¢) and )" at
the edge of the potential well, it is convenient to require the continuity of ¢
and of its logarithmic derivative v’/¢. Taking account of (22.3), we obtain
the boundary condition in the form

| = Foe (22.4)

We shall not pause here to determine the energy levels in a well of arbitrary
depth Uy (see Problem 2), and shall analyse fully only the limiting case of
infinitely high walls (Uy — o0).

For Uy = oo, the motion takes place only between the points x = 0 and
x = a and, as was pointed out in §18, the boundary condition at these points
is

Y =0 (22.5)

(It is easy to see that this condition is also obtained from the general condition
(22.4). For, when Uy — oo, we have also » — oo and hence ¢//1) — oo;
since ¢/’ cannot become infinite, it follows that ¢» = 0.) We seek a solution
of equation (22.1) inside the well in the form

2mFE
P

The condition ¢ = 0 for x = 0 gives § = 0, and then the same condition for
x = a gives sin ka = 0, whence ka = n7t, n being a positive integer,'?) or

Y =csin(kr +96), k= (22.6)

2h2
T2 n=1,2,3,... (22.7)

E —
" 2ma?
This determines the energy levels of a particle in a potential well. The
normalized wave functions of the stationary states are

VY = \/%sin (%x) . (22.8)

From these results we can immediately write down the energy levels for
a particle in a rectangular “potential box”, i.e. for three-dimensional motion
in a field whose potential energy U =0for0 <z <a,0<y<b 0<z<c
and U = oo outside this region. In fact, these levels are given by the sums

mwh? (n? n2 n?
B nons = T <a—; b—§ + C—j) . ninong=1,2.3,..., (22.9)

12) For n = 0 we should have ¢ = 0 identically.



Chap. III SCHRODINGER’S EQUATION 77

and the corresponding wave functions by the products

8
o = () () (). 20

It may be noted that the energy Ej of the ground state is, by (22.7) or
(22.9), of the order of h?/mli?, where [ is the linear dimension of the region in
which the particle moves. This result is in accordance with the uncertainty
relation; when the uncertainty in the coordinate is ~ [, the uncertainty in the
momentum, and therefore the order of magnitude of the momentum itself, is
~ h/l. The corresponding energy is ~ (h/1)?/m.

PROBLEMS

1. Determine the probability distribution for various values of the momentum
for the normal state of a particle in an infinitely deep square potential well.

SOLUTION. The coefficients a(p) in the expansion of the function ; (22.8)
in terms of the eigenfunctions of the momentum are

a(p) = /w;wldx = \/g/oa sin (ggy) exp (—i%) dz.

Calculating the integral and squaring its modulus, we obtain the required proba-
bility distribution:

d 47th3
2 Po_ a cos? @dp.

la(p) 2mth  (p%a? — m2h?)2 2h

2. Determine the energy levels for the potential well shown in FIG.2.
SOLUTION. The spectrum of energy values F£ < Uy, which we shall consider,
is discrete. In the region z < 0 the wave function

U() is
=1, 3 = (1/h)\/2m(Uy — E),
Us
while in the region = > a
Ux
Y =ce” " 309 = (1/h)\/2m(Us — E).
a z  Inside the well (0 < x < a) we look for ¢ in the
form
FIG.2

¢ = csin(kx +9), k=V2mE/h.

The condition of the continuity of ¢’/ at the edges of the well gives the equations

2 2
kcotd = s = ,/hL;‘Ul — k2, kcot(ka+6) = —s = —,/%‘U2 — k2,
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or

kh kh
sind = ———, sin(ka+0) = — .
vV 2mU1 ( ) 2mU: 2
Eliminating §, we obtain the transcendental equation
i . . kh ) kh (1)
a = nT — arcsin — arcsin
\/m \/m
(where n =1,2,3, ..., and the values of the inverse sine are taken between 0 and

71/2), whose roots determine the energy levels E = k2h%/2m. For each n there is
in general one root; the values of n number the levels in order of increasing energy.

Since the argument of the inverse sine cannot exceed unity, it is clear that
the values of k can lie only in the range from 0 to v/2mU;/h. The left-hand side
of equation (1) increases monotonically with &, and the right-hand side decreases
monotonically. Hence it is necessary, for a root of equation (1) to exist, that for the
right-hand side should be less than the left-hand side. In particular, the inequality

V2
a mby > L arcsin\/%, (2)
2

which is obtained for n = 1, is the condition that at least one energy level exists
in the well. We tee that for given and unequal Uy # Us, there are always widths a
of the well which are so small that there is no discrete energy level. For Uy = Uy,
the condition (2) is evidently always satisfied.

For U; = Uy = Up (a symmetrical well), equation (1) reduces to

arcsin nk nﬂ—/{a. (3)
2mU0 2

Introducing the variable £ = ka/2, we obtain for odd n the equation

cos & = 1€, ’y:iz 2 (4)

a\ mUy’
and those roots of this equation must be taken for which tan& > 0. For even n we
obtain the equation

siné = ¢, (5)

and we must take those roots for which tan ¢ < 0. The roots of these two equations
determine the energy levels E = 2£2h2 /ma?. The number of levels is finite when
v #0.

In particular, for a shallow well in which Uy < h?/ma?, we have v > 1 and
equation (5) has no root. Equation (4) has one root (with the upper sign on the
right-hand side), ¢ ~ (1/7)(1 — 1/27?). Thus the well contains only one energy
level,

ma®

EO %UO_WUO
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which is near the top of the well.

3. Determine the pressure exerted on the walls of a rectangular “potential
box” by a particle inside it.

SOLUTION. The force on the the wall perpendicular to the z-axis is the mean
value of the derivative —0H/Ja of the Hamilton’s function of the particle with
respect to the length of the box in the direction of the z-axis. The pressure
is obtained by dividing this force by the area bc of the wall. According to the
formula (11.16), the required mean value is found by differentiating the eigenvalue
(22.9) of the energy. The result is

§ 23. The linear oscillator

Let us consider a particle executing small oscillations in one dimension
(what is called a linear oscillator). The potential energy of such a particle
is mw?x?/2, where w is, in classical mechanics, the characteristic (angular)
frequency of the oscillations. Accordingly, the Hamiltonian of the oscillator
is

~9 2.2

~ p MW=

H=-— 23.1
2m + 2 ( )

Since the potential energy becomes infinite for z = £o00, the particle can
have only a finite motion, and the energy eigenvalue spectrum is entirely
discrete.

Let us determine the energy levels of the oscillator, using the matrix
method'?) . We shall start from the equations of motion in the form (19.3);
in this case they give

i+ w?r =0. (23.2)

In matrix form, this equation reads
() + W2 T = 0.

For the matrix elements of the acceleration we have, according to (11.8),
() mn = 1Wnn (T)n = —w?2, T Hence we obtain

2

(w2, — W) T = 0.

Hence it is evident that all the matrix elements x,,, vanish except those for
which wy,, = w or wy,, = —w. We number all the stationary states so that

13) This was done by Heisenberg in 1925, before Schrodinger’s discovery of the wave

equation.
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the frequencies +w correspond to transitions n — n F 1, i.e. wype1 = Tw.
Then the only non-zero matrix elements are x ;,+1.

We shall suppose that the wave functions 1), are taken real. Since z is a
real quantity, all the matrix elements x,,, are real. The Hermitian condition
(11.10) now shows that the matrix z,,, is symmetrical:

Tmn = Tnm-

To calculate the matrix elements of the coordinate which are different
from zero, we use the commutation rule

Ir — Tt = —i—,
m
written in the matrix form
) ) ik
(Z2)n — (LX) n = _Eém"

By the matrix multiplication rule (11.12) we hence have for m = n

. . , . h
i E (Wi Tt Ty, — T WinTrn) = 21 E Wiy = —1—.

m
1 !
In this sum, only the terms with [ = n 41 are different from zero, so that
we have

() = (s = 5 (23.3)

From this equation we deduce that the quantities (zn+1,n)2 form an arith-
metic progression, which is unbounded above, but is certainly bounded be-
low, since it can contain only positive terms. Since we have as yet fixed only
the relative positions of the numbers n of the states, but not their absolute
values, we can arbitrarily choose the value of n corresponding to the first
(normal) state of the oscillator, and put this value equal to zero. Accord-

ingly zo_; must be regarded as being zero identically, and the application

of equations (23.3) with n = 0,1, - - successively leads to the result
2 nh
(Tnn1)” = 2mw

Thus we finally obtain the following expression for the matrix elements
of the coordinate which are different from zero:'*)
nh

Tpn—1 = Tn—1n = % (234)

14) We choose the indeterminate phases a,, (see the second footnote to §11) so as to
obtain the plus sign in front of the radical in all the matrix elements (23.4). Such a choice
is always possible for a matrix in which only those elements are different from zero which

correspond to transitions between states with adjacent numbers.
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The matrix of the operator H is diagonal, and the matrix elements H,,
are the required eigenvalues F,, of the energy of the oscillator. To calculate
them, we write

Hpp = En = — [(i7) 4w (2%)0n] =

m . . 9 m 9
= 5 E W T lWin Ly + W E TniTin | = 5 E w? + w xln.
l l l

m
2

In the sum over [, only the terms with [ = n £ 1 are different from zero;
substituting (23.4), we obtain

E,=n+1/2hw, n=01,2,... (23.5)

Thus the energy levels of the oscillator lie at equal intervals of hw from one
another. The energy of the normal state (n = 0) is hw/2; we call attention
to the fact that it is not zero.

The result (23.5) can also be obtained by solving Schrodinger’s equation.
For an oscillator, this has the form

d?y  2m mw?az?
@—F—(E— 5 >1/J—0 (23.6)

Here it is convenient to introduce, instead of the coordinate x, the dimen-
sionless variable £ by the relation

£ =] —u. (23.7)

Then we have the equation

W ( ¢ )w (2338)

here the prime denotes differentiation with respect to €.

For large &, we can neglect 2F /hw in comparison with £2; the equation
V" = €2y has the asymptotic integrals ¢ = ¢/ %(for differentiation of this
function gives 1" = £2¢ on neglecting terms of order less than that of the
term retained). Since the wave function ¢ must remain finite as £ — +o0,
the index must be taken with the minus sign. It is therefore natural to make
in equation (23.8) the substitution

¥ = e S2x(9). (23.9)
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For the function we obtain the equation (with the notation 2F /1 = 2n; since
we already know that E > 0, we have n > —1/2)

X' — 26"+ 2nx = 0, (23.10)

where the function must be finite for all finite £, and for £ — +00 must not
tend to infinity more rapidly than every finite power of £ (in order that the
function 1 should tend to zero).

Such solutions of equation (23.10) exist only for positive integral (and
zero) values of n (see §a of the Mathematical Appendices); this gives the
eigenvalues (23.5) for the energy, which we know already. The solutions of
equation (23.10) corresponding to various integral values of n are

X = const - H,(§),

where H, (&) are what are called Hermite polynomials; these are polynomials
of the nth degree in &, defined by the formula

dre—¢

H,(6) = (1)

(23.11)

Determining the constants so that the functions ), satisfy the normalization

condition
—+o00

Up(z)de =1

— 00

we obtain (see (a.7))

/41
() = (77;;;)1 mexp <_T;_;Jx2> H, (x %) . (23.12)

Thus the wave function of the normal state is

Yo(z) = (2—:)1/4 exp (—2—;:&) . (23.13)
It has no zeros for finite x, which is as it should be.

By calculating the integrals f_Jr;o Unm&dE, we can determine the matrix
elements of the coordinate; this calculation leads, of course, to the same
values (23.4).

Finally, we shall show how the wave functions v, may be calculated by
the matrix method. We notice that, in the matrices of the operators P W,
the only elements different from zero are

2wh
(& — W)t = —(F + iw)pp = —iy] (23.14)
m
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Using the general formula (11.11), and taking into account the fact that
Y1 = 0, we conclude that R
(& — iwx)thg =0

After substituting the expression i= —1%(% we obtain the equation
dio
—_— = ——2
dz B

whose normalized solution is (23.13). And, since

2whn

(:v -+ 1wx)wn 1= (3:' + lwm)nn 1Yn = ¢n>

we obtain the recurrence formula
m h d 1 d
VY = Seolim (—Ea +WI13) VYp1 = Vo (_d_f + f) VYp1 =
LB ey,
- /—2 exp 2 dé €xXp 2 n—1 )

when this is applied n times to the function (23.13), we obtain the expression
(23.12) for the normalized functions ,,.

PROBLEMS

1. Determine the probability distribution of the various values of the momen-
tum for an oscillator.

SOLUTION. Instead of expanding the wave function of the stationary state in
terms of the eigenfunctions of momentum, it is simpler in the case of the oscillator
to start directly from Schrédinger’s equation in the momentum representation.
Substituting in (23.1) the coordinate operator (15.12), we obtain the Hamiltonian
in the p representation,

o p2 mw?h d?
om 2 dp®’

The corresponding Schrodinger’s equationH a(p) = Fa(p) for the wave function
a(p) in the momentum representation is

d®a(p) 2 P’
dp? R <E a 2m> alp) = 0.

This equation is of exactly the same form as (23.6); hence its solutions can be writ-
ten down at once by analogy with (23.12). Thus we find the required probability
distribution to be

dp 1 p? ) < p >
2 2

a = e — H .
la(p) 2nh 2nplmmwh xp< mwh /) " mwh
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2. Determine the lower limit of the possible values of the energy of an oscillator,
using the uncertainty relation (16.7).

SOLUTION. Since 22 = 72 + (02)%,p2 = 5> + (dp)?, (16.7) gives for the mean
value of the energy of the oscillator

— mw?i— P2 mw? (0p)2 _ mw?h®  (6p)?
E=—224+"—>—()2 > .
> T om )+ S Z 52 T 2m

On determining the minimum value of this expression (regarded as a function of
dp), we find the lower limit of the mean values of the energy, and therefore that of
all possible values: E > hw/2.

3. Find the wave functions of the states of a linear oscillator that minimize
the uncertainty relation, i.e. in which the standard deviations of the coordinate
and momentum in the wave packet are related by dpdz = h/2 (E. Schrodinger
1926).19)

SOLUTION. The required wave functions must have the form

1 pr  (z—73)*
CORECHEE exp{lh_ 1(60)? ‘“"“)}‘ W

Their dependence on the coordinate at any instant is in accordance with (16.8),
T = Z(t)and p = p(t) = mx(t) being the mean values of the coordinate and the
momentum; according to (19.3), we have, for a linear oscillator (U = mw3x?/2),

p = —mw% and therefore for the mean value = —mw?z or

U(z,t) =

T+WT=0 (2)

i.e. the function satisfies the classical equation of motion. The constant factor in
(1) is determined by the normalization condition fj;o |¥|?dz = 1 in addition to
this factor, ¥ may contain a phase factor with a time-dependent phase (t). The
unknown constant dx and the unknown function ¢(¢) are found by substituting
(1) in the wave equation

n? 0?¥  mw?a? ov

T - 4T\ =ih—.
2m Oz2 + 2 ot

With (2), the substitution gives

3372_7 m2w2_ 1 +m2f2_ T2 n 1 —T(t) —0
2 )R T 4(6a) o2 8(0x)t | 4(6x)2 ROV T

Hence (6x)? = h/(2m) and

. 2 w 17 w
- = — “t
= 2h(g; wx)+27 $ =5 PT+ g

15) These are called coherent states.
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Thus we have finally

v = () o (G e [T

When £ = 0 and p = 0, this becomes wo(x)ei“t/ 2 the wave function of the
oscillator ground state.
The mean energy of the oscillator in a coherent state is
n2 2

2 n2 22
— D mw*e P Mw-T huw _ 1
F=— = — — = hw —; 4

om 2 om 2 2 <”+2>’ @

the quantity @ is the mean “number” of quanta hw in the state. We see that the
coherent state is completely specified by the function Z(¢) satisfying the classical
equation (2). The general form of this function may be given as

mwz +1ip
aelwt

vV 2mhw ’

The function (3) can be expanded in wave functions of the stationary states of
the oscillator:

U= ian‘lfn, U, (x,t) = Yn(x) exp {—i <n + ;) wt} :
n=0

The coefficients in this expansion are (cf. §41, Problem 1)

a2 = 7. (5)

400
an = / U Udz. (6)

—00

The probability for the oscillator to be in the nth state is therefore
_ 2 _ . —n
wp = lan|” =e""— (7)

the Poisson distribution.
4. Determine the energy levels for a particle moving in a field of potential
energy (Fig. 3; P. M. Morse)

U(z) = A (e72% — 26707

SOLUTION. The spectrum of positive eigenvalues of the energy is continuous
(and the levels are not degenerate), while the spectrum of negative eigenvalues is
discrete.

Schrédinger’s equation reads

—5 + =5 (B — Ae7 " +24e7") ) = 0.
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We introduce a new variable
- 2\/2mAe_ax
ah
(taking values from 0 to oo) and the notation (we consider the discrete spectrum,

so that F < 0)
vV=2mE V2mA ( 1>
=X n + s+

S

ah ah

Schrodinger’s equation then takes the form

s 1, 1 n+s+1/2 s B
L e N JAL

As £ — o0, the function v behaves asymptotically as /2, while as & — 0 it is

proportional to £+s. From considerations of finiteness we must choose the solution
which behaves as e ¢/2 as € — oo and as

Ulz) £° as £ — 0. We make the substitution

¥ = e 2¢5w(€)

and obtain for w the equation

: 1)

x W+ (25 +1— 8w +nw=0, (2)

which has to be solved with the conditions

that w is finite as £ — 0, while as £ — oo,

w tends to infinity not more rapidly than
FIG. 3 every finite power of £. Equation (2) is
the equation for a confluent hypergeometric function (see §d of the Mathematical
Appendices):

—A

w=F(—n,2s+ 1,¢).

A solution satisfying the required conditions is obtained for non-negative integral
n (when the function F' reduces to a polynomial). According to the definitions (1),
we thus obtain for the energy levels the values

ah 1\1?
—-EBE,=1|1- + = .
- ()]

where n takes positive integral values from zero to the greatest value for which
(so that the parameter s is positive in accordance with its definition). Thus the
discrete spectrum contains only a limited number of levels. If

N

2m

ah

there is no discrete spectrum at all.

)

N =

<
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5. The same as Problem 4, but with U = —Lg (Fig. 4).
cosh” ax

SOLUTION. The spectrum of positive eigenvalues of the energy is continuous,
while that of negative values is discrete; we shall consider the latter. Schrodinger’s

equation is
d%p 2 U
f+m(E+ ~0 )1/,:0,
dx

h cosh? ax
We put ¢ = tanh ax and use the notation
vV=2mE 2 1
€= m ) mUO:s(s—i—l), s=—|—-1+ 1+% ;
ha a2h? 2 a2h?

obtaining

d de g2 Ulz)

“la-e=t )——|y=0. |

i [0 -] + v -tZgv ’
This is the equation of the associated Legendre poly-
nomials; it can be brought to hypergeometric form by —Uo
making the substitution

FIG. 4
v = (1637 w(g)
and temporarily changing the variable to %(1) =
u(l —uw)w” + (e +1)(1 — 2u)w’ — (e — s)(e + s + 1w = 0.
The solution finite for £ =1 (i.e. for x = c0) is
¥ =01 w@Fe —s.e+s+1e—1,(1-€)/2.

If ¢ remains finite for £ = 1 (i.e. for x = —inf), we must have € — s = —n where
n=0,1,2,...; then F is a polynomial of degree n, which is finite for £ = 1.

Thus the energy levels are determined by € — s = —n, or

77,2042 8mU0 ?

There is a finite number of levels, determined by the condition € > 0, i.e. n < s.

§ 24. Motion in a homogeneous field

Let us consider the motion of a particle in a homogeneous external field.
We take the direction of the field as the axis of x; let F' be the force acting
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on the particle in this field. In an electric field of intensity FE, this force is
F = eF, where e is the charge on the particle.

The potential energy of the particle in the homogeneous field is of the
form U = Fx + const; choosing the constant so that U = 0 for z = 0, we

have U = —Fz. Schrodinger’s equation for this problem is
d? 2
W 2 gy Feyg =0, (24.1)
dx h

Since U tends to +o00 as * — —o0, and vice versa, it is clear that the
energy levels form a continuous spectrum occupying the whole range of energy
values E from —oo to +00. None of these eigenvalues is degenerate, and they
correspond to motion which is finite towards x = —oo and infinite towards
T = +00.

Instead of the coordinate =, we introduce the dimensionless variable

£ = (x + %) (?)w. (24.2)

Equation (24.1) then takes the form

P+ &) = 0. (24.3)

This equation does not contain the energy parameter. Hence, if we obtain
a solution of it which satisfies the necessary conditions of finiteness, we at
once have the eigenfunction for arbitrary values of the energy.

The solution of equation (24.3) which is finite for all « has the form (see
§b of the Mathematical Appendices)

(&) = AD(=E), (24.4)

where

o) = %T/OOO cos (%ug —|—u§) du

is called the Airy function, while A is a normalization factor which we shall
determine below.

As £ — —o0, the function ¥(&) tends exponentially to zero. The asymp-
totic expression which determines ¥ (&) for large negative values of & is (see

(b.4))

A 2
WY€) ~ D7 exp (_§|€|3/2> (24.5)



Chap. III SCHRODINGER’S EQUATION 89

For large positive values of &, the asymptotic expression for () is (see
(b.5))")
(23 T
¢«Q::gﬂz$n<§g/-+z>. (24.6)
Using the general rule (5.4) for the normalization of eigenfunctions of a con-

tinuous spectrum, let us reduce the function (24.4) to the form normalized
by the delta function of energy, for which
+o0
P(E)P(€)dzd(E — E). (24.7)

—00

In §21 we gave a simple method of determining the normalization coefficient
by means of the asymptotic expression for the wave functions. Following this
method, we represent the function (24.6) as the sum of two travelling waves:

Y(E) = % {eXp [i (253/2 — g)} + exp l—i (;53/2 — g)} } .

The current density, calculated from each of these two terms, is

A 2 A N\?  L(2hF)3
vgen) =\ B ) (m) T
and equating this to 1/27th we find
(2m)'/3
T 2o (24.8)

PROBLEM

Determine the wave functions in the momentum representation for a particle
in a homogeneous field.

SOLUTION. The Hamiltonian in the momentum representation is

2
~ P . d
a=-r _url
om ! dp’

so that Schrodinger’s equation for the wave function a(p) has the form

16) Tt may be noted, by way of anticipation, that the asymptotic expressions (24.5) and
(24.6) correspond to the quasi-classical expressions for the wave function in the classically

inaccessible and accessible regions (§47).
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Solving this equation, we find the required functions
1 i 3
= —F(Ep— — .
a5(p) 2nhF P { hF < P 6m> }

These functions are normalized by the condition

+o00
/ a(p)ag (p)dp = (' — E).

—00

§ 25. The transmission coefficient

Let us consider the motion of particles in a field of the type shown in Fig.
5: U(x) increases monotonically from one constant limit (U = 0 as  — —o0)
to another (U = Uy as © — +00). According to classical mechanics, a particle
of energy ' < Uy moving in such a field from left to right, on reaching such
a “potential wall”, is reflected from it, and begins to move in the opposite
direction; if, however, F > U, the particle continues to move in its original
direction, though with diminished velocity. In quantum mechanics, a new
phenomenon appears: even for £ > Upy, the parti-
cle may be reflected from the potential wall. The
probability of reflection must in principle be calcu-
lated as follows.

Let the particle be moving from left to right.
For large positive values of x, the wave function
must describe a particle which has passed “above
FIC. 5 the wall” and is moving in the positive direction of

x, i.e. it must have the asymptotic form

: 1
for x — o0o: Y~ AeM fy = ?_L\/Zm(E —Uh) (25.1)

and A is a constant. To find the solution of Schréodinger’s equation which
satisfies this boundary condition, we calculate the asymptotic expression for
xr — —o0; it is a linear combination of the two solutions of the equation of
free motion, i.e. it has the form

. 1
for z — —oc0: 1 ~eM® 4 BeThT k) = 7 2mkE. (25.2)
The first term corresponds to a particle incident on the wall (we suppose
1 normalized so that the coefficient of this term is unity); the second term
represents a particle reflected from the wall. The probability current density
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in the incident wave is k1, in the reflected wave k1| B|?, and in the transmitted
wave k| A|2. We define the transmission coefficient D of the particle as the
ratio of the probability current density in the transmitted wave to that in
the incident wave: "
D = 2|A]%. (25.3)
Ky
Similarly we can define the reflection coefficient R as the ratio of the density
in the reflected wave to that in the incident wave. Evidently R = 1D:

k
_R:wF:1—ﬁwm (25.4)

(this relation between A and B is automatically satisfied).

If the particle moves from left to right with energy E < U,, then ks
is purely imaginary, and the wave function decreases exponentially as = —
+00. The reflected current is equal to the incident one, i.e. we have “total
reflection” of the particle from the potential wall. We emphasize, however,
that in this case the probability of finding the particle in the region where
E < U is still different from zero, though it diminishes rapidly as x increases.

In the general case of an arbitrary stationary state (with energy £ > U)),
the asymptotic form of the wave function is given, both for + — —oo and for
x — +00, by a sum of waves propagated in each direction:

P = At 4 BleTMT for 4 —o0,

. . 25.5
¥ = Axe™® 4 Bye ™ for 1 — 4o00. ( )

Since these expressions are asymptotic forms of the same solution of a linear
differential equation, there must be a linear relation between the coefficients
Ay, By and Ay, By. Let Ay = aA; + BBy, where o, (8 are constants (in
general complex) which depend on the specific form of the field U(x). The
corresponding relation for By can then be written down from the fact that
Schrodinger’s equation is real. This shows that, if ¢ is a solution of a given
Schrodinger’s equation, the complex conjugate function ¢* is also a solution.
The asymptotic forms

Y* = Ate M 4 BrelM®  for 1 — —oo,
Y* = Ase *2" 4 Bre™*  for x — +oo

differ from (25.5) only in the nomenclature of the constant coefficients; we
therefore have By = aB} + A} or B2 = o*By + *A;. Thus the coefficients
in (25.5) are related by equations of the form

AQ = OéAl + 581, BQ = B*Al + Oé*Bl. (256)
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The condition of constant current along the x-axis leads to the relation
k(lAw? = |Bif) = ka(|Asf* — | Bof?).
Expressing Ay, By in terms of Ay, By by (25.6), we find

k
jaf* — 18] = = (25.7)
ke

Using the relation (25.6), we can show, in particular, that the reflection
coefficients are equal (for a given energy E > Uy) for particles moving in the
positive and negative directions of the x-axis; the former case corresponds
to putting By = 0 in (25.5), and the latter case to A; = 0. In these two
cases, B1/A; = B*/a* and As/By = (/a* respectively. The corresponding
reflection coefficients are

B

Ay
whence it is clear that By = R,.

It is natural to call By/A; = —p*/a* and Ay/By = [/a* the reflection
amplitudes for motion in the positive and negative directions respectively.
They are equal in modulus but may have different phase factors.

PROBLEMS

1. Determine the reflection coefficient of a particle from a rectangular potential
wall (Fig. 6); the energy of the particle E > Uj.

SOLUTION. Throughout the region z > 0, the wave
U() function has the form (25.1), while in the region x < 0 its
form is (25.2). The constants A and B are determined

2 2 2

2
A2
Ry= |22
’ 2 B,

s

a*

B

a*

Ry = - —~

Uo from the condition that 1 and di/dx are continuous at
xz=0:
1+B=A4, ki(l—-B)=khA,
! whence
FIG. 6 A 2k - ki — ko
N ok ko

The reflection coefficient'”) is (25.4)

2 2
R </€1 - kz) (pl —p2)
k1 + k2 p1+p2
In the limiting case of classical mechanics, the reflection coefficient must become
zero. The expression obtained here, however, does not contain the quantum constant at
all. This apparent contradiction is explained as follows. The classical limiting case is that
in which the de Broglie wavelength of the particle A ~ fi/p is small in comparison with
the characteristic dimensions of the problem, i.e. the distances over which the field U(x)

changes noticeably. In the schematic example considered, however, this distance is zero
(at the point = 0), so that the passage to the limit cannot be effected.

17)
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For E = Uy (k2 = 0), R becomes unity, while for £ — oo it tends to zero as
R = (Uy/AE)>.

2. Determine the transmission coefficient for a rectangular potential barrier
(Fig. 7).

SOLUTION. Let F be greater than Uy, and suppose that the incident particle
is moving from left to right. Then we have for the wave function in the different
regions expressions of the form

= k1T 4 po—ikiz for x < 0,
» = Belk2w | pla—ikex for 0 < z < a,
w _ Ceik1x for z > a.

(on the side x > a there can be only the transmitted wave, propagated in the
positive direction of x). The constants A, B, B’ and C are determined from the
conditions of continuity of ¢ and di/dx at the points

x = 0 and a. The transmission coefficient is deter- Ulz)
mined as D = k1|C|?/k; = |C]%. On calculating this, U
we obtain 0
_ 4k2 k3
(k% — k2)2sin? aky + 4k3K3 a
For E < Uy, ks is a purely imaginary quantity; FIG. 7

the corresponding expression for D is obtained by

replacing ko by iy where hiey = /2m(Uy — E):

4k3 53

D=
(k? — 523)2sin? asey + 4k? 53

3. Determine the reflection coefficient for a potential wall defined by the
formula

U(z) =Uy/(1+e %)

(Fig. 5); the energy of the particle is E > Uyp.
SOLUTION. Schrodinger’s equation is

d?y  2m Uy
(B — y=o.
d(L’2 + h2 ( 1 +eax) 1/} 0

We have to find a solution which, as x — +o0, has the form
1) = const - k2,

We introduce a new variable
£=—e .
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(which takes values from —oo to 0), and seek a solution of the form

=7 (g,

where w(&) tends to a constant as & — 0 (i.e. as x — 00). For w() we find an
equation of hypergeometric type:

2i 1
-0+ (1- 2k ) (- O+ 50— K)w =0
Q@ Q
which has as its solution the hypergeometric function
i i 2i
w=F [(lﬁ — ko), ——(k1 + k), ——k2 + 175]
Q@ Q@ Q@
(we omit a constant factor). As £ — 0, this function tends to 1, i.e. it satisfies the

condition imposed.

The asymptotic form of the function 9 as ¢ — —oo (i.e. x — —o0) is'®)

RS g—ik2/a [Cl(_g)i(kz—kl)/a + CQ(—g)i(k1+k2)/a:| _
— (_1)ik2/a [Cleiklw + CQ—ik’zx:| 7

where
Cr = I'(—=(2i/a)k1)T'(—(2i/a)ks + 1)
D(=(i/a)(k1 + k2))T(—(i/@) (k1 + k2) + 1)
Cy — ((21/0%1) (—(2i/a )k?2+1) .
L((i/ ) (k1 — k2))D((i/ ) (k1 — k2) + 1)

The required reflection coefficient is R = |Cy/C1|? on calculating it by means of

the well known formula -
MNz)l'l—z) =

sin e’

we have

_ {sinh (/) (k1 — ko) }2
sinh[(rt/a) (k1 + k2)] |

For E = Uy (k2 = 0), R becomes unity, while for £ — oo it tends to zero as

T[Uo 22m 47t
= (T0) 2 o (2 vomE ) .
R <ah> EeXp< ah m)

In the limiting case of classical mechanics. R becomes zero, as it should.

18) See formula (e.6), in each of whose two terms we must take only the first term of the
expansion, i.e. replace the hypergeometric functions of 1/z by unity.



Chap. III SCHRODINGER’S EQUATION 95

U(z) 4. Determine the transmission coeflicient
Uo for a potential barrier defined by the formula
Uo
Ulz) = —9
z (z) cosh? ax
FIG. 8

(Fig. 8); the energy of the particle is E < Uy.
SOLUTION. The Schrédinger’s equation is the same as that obtained in the

solution of Problem 5, §23; it is necessary merely to alter the sign of Uy and to

regard the energy E now as positive. A similar calculation gives the solution

: . . . 1
w:(1_£2)_2’;F<_1k_sa_m_‘_s_'—la_lk—{_]-a§>> (1)
o Q o 2
where
1 1 8mU0
¢ = tanh ax, k:ﬁ 2mE, s:2<—1+ 1-— oz27i2>'

This solution satisfies the condition that, as z — oo (i.e. as & — 1, (1—§) ~ 2e729%
), the wave function should include only the transmitted wave (~ e**). The
asymptotic form of the wave function as + — —oo(§ — 1) is found by transforming
the hypergeometric function with the aid of formula (e.7):

e DAk/T(L — ik/0)  y,  T(=ik/a)T(1 - ik/a)

O T R T4 ¢ T(ikfa— s\ (—ikja s+ 1)

(2)

Taking the squared modulus of the ratio of coefficients in this function, we obtain
the following expression for the transmission coefficient D = 1R:

12 Tk
D= sinb” o if 787;10;0 <1,
12 mk 8mU, o
sinh® Tt + cos? <72r 1— h;”ﬁf)
: h2 Ttk
D sinh® =% " 8mUj o1

2 7k 2 ([ /8mU 202
. nk n / o ha
smh =+ COSh 2 22 1

The first of these formulae holds also for the case Uy < 0, i.e. when the particle is
passing over a potential well instead of a potential barrier. It is interesting to note
that in that case D = 1 if 1 + 8m|Up|/h?a® = (2n + 1)?; thus, for certain values
of the depth |Uy| of the well, particles passing over it are not reflected. This is
evident from equation (2), where the term in e!** vanishes for positive integral s.

5. Determine how the transmission coefficient tends to zero as F — 0, assum-
ing that the potential energy U(z) decreases rapidly at distances |x| > a, where
a is the dimension of the interaction region.
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SOLUTION. For distances k|lr| < 1, E can be neglected in Schrodinger’s
equation. If also |z| > a, the potential energy can also be neglected, and the
equation becomes

h? d2y B
“2mda?

the solution of this may be written as

Y

Yv=a1+bzx, =<0, Y =as+ bz, xz>0. (1)

The relation between a1, by and asg, bs can be found by solving the equation
at distances |z| ~ a. It is linear:

a1 = pas + pba, by = vay + Tba. (2)

The coefficients p, 4, v and 7 are real and independent of the energy, which does
not appear in the equation.!”) The solution (1) must be the same as the first two
terms in the expansion of (25.1) and (25.2) in powers of x, so that

a1 =B +1, blzik(l—B>, as = A, by =ikA.
Substituting these in (2) and solving for A, we get, for small k: A ~ 2ik/v, whence

4k*

v
The transmission coefficient thus tends to zero in proportion to the particle energy.
This is of course true for the examples in Problems 2 and 4.

19) Since the flux is constant, pr — v = 1.



CHAPTER IV

ANGULAR MOMENTUM

§ 26. Angular momentum

IN §15, to derive the law of conservation of momentum, we have made use
of the homogeneity of space relative to a closed system of particles. Besides
its homogeneity, space has also the property of isotropy: all directions in
it are equivalent. Hence the Hamiltonian of a closed system cannot change
when the system rotates as a whole through an arbitrary angle about an
arbitrary axis. It is sufficient to require the fulfilment of this condition for
an infinitely small rotation.

Let d¢p be the vector of an infinitely small rotation, equal in magnitude
to the angle d¢ of the rotation and directed along the axis about which
the rotation takes place. The changes dr, (in the radius vectors r, of the
particles) in such a rotation are

0Ty =0 X 1,

An arbitrary function ¢ (rq, 7, ... ) is thereby transformed into the func-
tion

Y40+ 0y, ) =(ri )+ Y 0T Vb =

The expression

1+5¢-Zraxva

is the operator of an infinitely small rotation. The fact that an infinitely
small rotation does not alter the Hamiltonian of the system is expressed (cf.

97
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§15) by the commutability of the “rotation operator” with the operator H.
Since d¢ is a constant vector, this condition reduces to the relation

(Z Py X va> H-H (Z Py X Va> =0, (26.1)

which expresses a certain law of conservation.

The quantity whose conservation for a closed system follows from the
property of isotropy of space is the angular momentum of the system (cf.
Mechanics, §9). Thus the operator > 7, x V, must correspond exactly, apart
from a constant factor, to the total angular momentum of the system, and
each of the terms r, x V, of this sum corresponds to the angular momentum
of an individual particle.

The coefficient of proportionality must be put equal to —ih; then the
expression for the angular momentum operator of a particle is —ihr x V =
r x p and corresponds exactly to the classical expression r x p. Henceforward
we shall always use the angular momentum measured in units of i. The
angular momentum operator of a particle, so defined, will be denoted by I,
and that of the whole system by L. Thus the angular momentum operator
of a particle is

~

WM =rxp=—ihrxV (26.2)

or, in components,

~

hl:c = yﬁz - Zﬁya ly = Zﬁm - xﬁza lz = mﬁy - yﬁx'

)

For a system which is in an external field, the angular momentum is in
general not conserved. However, it may still be conserved if the field has
a certain symmetry. Thus, if the system is in a centrally symmetric field,
all directions in space at the centre are equivalent, and hence the angular
momentum about this centre will be conserved. Similarly, in an axially sym-
metric field, the component of angular momentum along the axis of symmetry
is conserved. All these conservation laws holding in classical mechanics are
valid in quantum mechanics also.

In a system where angular momentum is not conserved, it does not have
definite values in the stationary states. In such cases the mean value of the
angular momentum in a given stationary state is sometimes of interest. It is
easily seen that, in any non-degenerate stationary state, the mean value of
the angular momentum is zero. For, when the sign of the time is changed,
the energy does not alter, and, since only one stationary state corresponds
to a given energy level, it follows that when t is changed into —t the state
of the system must remain the same. This means that the mean values of
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all quantities, and in particular that of the angular momentum, must remain
unchanged. But when the sign of the time is changed, so is that of the
angular momentum, and we have L = —L , whence it follows that L = 0.
The same result can be obtained by starting from the mathematical definition
of the mean value as being the integral of 1 x Li). The wave functions of
non-degenerate states are real (see the end of §18). Hence the expression

f:—ih/w* S x Y, | ddg

is purely imaginary, and since L must, of course, be real, it is evident that
L=0.

Let us derive the rules for commutation of the angular momentum opera-
tors with those of coordinates and linear momenta. By means of the relations
(16.2) we easily find

{Z:C)x} = 07 {Z;:ay} = iZ7 {l/;,Z} = —197
{lyyy=0, {2} =ir, {i, 2} =iz, (26.3)
{7272} :07 {ZZJI}:Iya {/l;uy}: —ix.
For instance,
~ —~ 1 N N 1 Z .
Loy =yl = 2 (yP= — 2D,)y — y(yb: — 2by) 3 = — 3Dy, y = 12
All the relations (26.3) can be written in tensor form as follows:

{li, 24} = iem) (26.4)

where e, is the antisymmetric unit tensor of rank three,') and summation
is implied over those suffixes which appear twice (called dummy suffizes).

1) The antisymmetric unit tensor of rank three, e;;; (also called the unit axial tensor),
is defined as a tensor antisymmetric in all three suffixes, with ejo3 = 1. It is evident that,
of its 27 components, only 6 are not zero, namely those in which the suffixes i, k,! form
some permutation of 1,2,3. Such a component is +1 if the permutation 4, k, [ is obtained
from 1,2, 3 by an even number of transpositions of pairs of figures, and is —1 if the number
of transpositions is odd. Clearly

€iklCikm = 20im, €ikl€ikl = 0.

The components of the vector C = A x B which is the vector product of the two vectors
A and B can be written by means of the tensor e;;; in the form

Ci = et A B;.
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It is easily seen that a similar commutation rule holds for the angular
momentum and linear momentum operators:

{I:, P} = i (26.5)

By means of these formulae, it is easy to find the rules for commutation
of the operators with one another. We have

Wty — Tyly) = Lo(2Ds — 2P2) — (2P — 2D2)p =

= (Iyz — 2)ps — (1D — Poly) = iypy + izp, = ihl..

Thus R N L N L N
{l,, .} =1il,, {L.,.} =1, {l.1,}=1il, (26.6)
or
{0, 1} = iewls (26.7)

Exactly the same relations hold for the operators of the total angular momen-
tum of the system. For, since the angular momentum operators of different
individual particles commute, we have, for instance,

Zz;y Zz:zz - ZZM Zz:zy - Z (Zzyz;z _Z;z/l:ly> .
Thus

{L,, L.} =iL,, {L.,L,}=iL,, {L,,L,}=iL.. (26.8)

The relations (26.8) show that the three components of the angular momen-
tum cannot simultaneously have definite values (except in the case where
all three components simultaneously vanish: see below). In this respect the
angular momentum is fundamentally different from the linear momentum,
whose three components are simultaneously measurable.

From the operators L,, L,, L. we can form the operator of the square of
the modulus of the angular momentum vector, and which we denote by :

L*=I*+12+1% (26.9)
This operator commutes with each of the operators :
(L*,L,} =0, {L*L,}=0, {L*L.}=0. (26.10)
Using (26.8), we have
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(I3} =i (LI, + L,L.)
{337 Ez} =0
Adding these equations, we have {iz,fz} = 0. Physically, the relations
(26.10) mean that the square of the angular momentum, i.e. its modulus,
can have a definite value at the same time as one of its components.

Instead of the operators Lx, Ly it is often more convenient to use the
complex combinations

~

Ly=1L,+iL, L_=L,—iL, (26.11)

It is easily verified by direct calculation using (26.8) that the following com-
mutation rules hold:

{L,,L_y=2L,, {L.L.}=L, {L..L.}=-L_, (26.12)
and it is also not difficult to see that
L>=L, L +1*-L,=L_L,+L*>+L.. (26.13)
Finally, we shall give some frequently used expressions for the angular mo-
mentum operator of a single particle in spherical polar coordinates. Defining
the latter by means of the usual relations

x=rsinfcosy, y=rsinfsinp, z=rcosb,

we have after a simple calculation

(26.14)

~ : 0 0
= eTi¥ —
ly =e (:I: 50 +icot e&p) (26.15)

Substitution in (26.13) gives the squared angular momentum operator of the

particle:
»_ [ 1 & 1 0 0
b= Lin2 0 0p* * sin 6 00 s ‘984,0 (26.16)

It should be noticed that this is, apart from a factor, the angular part of the
Laplacian operator.
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§ 27. Eigenvalues of the angular momentum

In order to determine the eigenvalues of the component, in some direction,
of the angular momentum of a particle, it is convenient to use the expression
for its operator in spherical polar coordinates, taking the direction in question
as the polar axis. According to formula (26.14), the equation [,1) = [,7 can
be written in the form

OY
—i— = ) 27.1
1890 [ (27.1)
Its solution is _
¥ = f(r,0)e"?,

where f(r,0) is an arbitrary function of r and 6. If the function ¢ is to be
single-valued, it must be periodic in ¢, with period 27t. Hence we find?)

L=m, m=0,%1,42 .. (27.2)

Thus the eigenvalues [, are the positive and negative integers, including zero.
The factor depending on ¢, which characterizes the eigenfunctions of the
operator [, is denoted by

U, (p) = —=e™*. (27.3)
These functions are normalized so that

/ U (D)W (9)d = B (27.4)

The eigenvalues of the z-component of the total angular momentum of the
system are evidently also equal to the positive and negative integers:

L,=M, M=0+1,42,... (27.5)

(this follows at once from the fact that the operator EZ is equal to the sum
of the commuting operators TZ for the individual particles).

Since the direction of the z-axis is in no way distinctive, it is clear that
the same result is obtained for L,, L, and in general for the component of the
angular momentum in any direction: they can all take integral values only.
At first sight this result may appear paradoxical, particularly if we apply it
to two directions infinitely close to each other. In fact, however, it must be

2) The customary notation for the eigenvalues of the angular momentum component is
m, which also denotes the mass of a particle, but this should not lead to any confusion.
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~

remembered that the only common eigenfunction of the operators Ex, L,, Zz
corresponds to the simultaneous values

in this case the angular momentum vector is zero, and consequently so is its
projection upon any direction. If even one of the eigenvalues L, L,, L, is
not zero, the operators Lx, L L have no common eigenfunctions. In other
words, there is no state in Wthh two or three of the angular momentum com-
ponents in different directions simultaneously have definite values different
from zero, so that we can say only that one of them is integral.

The stationary states of a system which differ only in the value of M
have the same energy; this follows from general considerations, based on the
fact that the direction of the z-axis is in no way distinctive. Thus the energy
levels of a system whose angular momentum is conserved (and is not zero)
are always degenerate.?)

Let us now look for the eigenvalues of the square of the angular mo-
mentum. We shall show how these values may be found, starting from the
commutation rules (26.8) only. We denote by 5, the wave functions of the
stationary states with the same value of L?, belonging to one degenerate
energy level, and distinguished by the value of M .%)

First of all we note that, since the two directions of the z-axis are physi-
cally equivalent, for every possible positive value M = |M| there is a corre-
sponding negative value M = |M|. Let L (a positive integer or zero) denote
the greatest possible value of |M]| for a given L2, The existence of this upper
limit follows because is the operator L* - Zg = Ei + EZ of the essentially
positive physical quantity L2 + L§7 and its eigenvalues therefore cannot be
negative.

3) This is a particular case of the general theorem, mentioned in §10, which states that
the levels are degenerate when two or more conserved quantities exist whose operators do
not commute. Here the components of the angular momentum are such quantities.

4) Here it is supposed that there is no additional degeneracy leading to the same value of
the energy for different values of the squared angular momentum. This is true for a discrete
spectrum (except for the case of what is called accidental degeneracy in a Coulomb field;
see §36) and in general untrue for the energy levels of a continuous spectrum. However,
even when such additional degeneracy is present, we can always choose the eigenfunctions
so that they correspond to states with definite values of L?, and then we can choose from
these the states with the same values of E and L2. This is mathematically expressed by
the fact that the matrices of commuting operators can always be simultaneously brought
into diagonal form. In what follows we shall, in such cases, speak, for the sake of brevity,
as if there were no additional degeneracy, bearing in mind that the results obtained do
not in fact depend on this assumption, by what we have just said.
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Applying the operator Ezfi to the eigenfunction ¢y, of the operator EZ
and using the commutation rule 26.12, we obtain

L.Litpy = (M + 1) Loty (27.6)

Hence we see that the function Zin is (apart from a normalization con-
stant) the eigenfunction corresponding to the value M £ 1 of the quantity
L,

Yare1 = const - Ly, a1 = const - L_1y,. (27.7)

If we put M = L in the first of these equations, we must have identically
Litpy =0 (27.8)

since there is by definition no state with M > L. Applying the operator L_
to this equation and using the relation (26.13), we obtain

L Loty = (L*—L?—L.)¢ = 0.

Since, however, the 1), are common eigenfunctions of the operators L? and
L, , we have

L%y = Ly, Ly = L%, Ly = Lyy,
so that the equation found above gives
L?=L(L+1). (27.9)

Formula (27.9) determines the required eigenvalues of the square of the
angular momentum; the number L takes all positive integral values, includ-
ing zero. For a given value of L, the component L, = M of the angular
momentum can take the values

M=LL-1,...,—L, (27.10)

i,e. 2L 4 1 different values in all. The energy level corresponding to the
angular momentum L thus has (2L+1)-fold degeneracy; this is usually called
degeneracy with respect to the direction of the angular momentum. A state
with angular momentum L = 0 (when all three components are also zero) is
not degenerate. The wave function of such a state is spherically symmetric, as
is evident from the fact that the change in it under any infinitesimal rotation,
given by L1, is in this case zero.

We shall often, for the sake of brevity, and in accordance with custom,
speak of the “angular momentum” L of a system, understanding by this an
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angular momentum whose square is L(L+1); the z-component of the angular
momentum is usually called just the “angular momentum component”.

The angular momentum of a single particle is denoted by the small letter
[, for which formula (27.9) becomes

P=Il+1). (27.11)

Let us calculate the matrix elements of the quantities L, and L, in a
representation in which L, and L?, as well as the energy, are diagonal (M.
Born, W. Helsenberg and P. Jordan 1926). First of all, we note that, since
the operators L and L commute with the Hamiltonian, their matrices are
diagonal with respect to the energy, i.e. all matrix elements for transitions
between states of different energy (and different angular momentum L) are
zero. Thus it is sufficient to consider the matrix elements for transitions
within a group of states with different values of M, corresponding to a single
degenerate energy level. R

It is seen from formulae (27.7) that, in the matrices of the operators L,
and E,, only those elements are different from zero which correspond to
transitions M — 1 — M and M — M — 1 respectively. Taking this into
account, we find the diagonal matrix elements on both sides of the equation
(26.13), obtaining”)

L(L+1) = (M|Ly|M — 1)(M —1|L_|M) + M?* — M.
Noticing that, since the operators and are Hermitian,
(M = 1|L_|M) = (M|L|M — 1",
we can rewrite this equation in the form
(M|L M —1)*=L(L+1)—M(M+1)=(L—-M+1)(L+ M),
whence®)

(M|Ly|M —1) = (M —1L_|M) =\/(L+M)(L-M+1). (27.12)

Hence we have for the non-zero matrix elements of the quantities L, and L,
themselves

(ML |M — 1) = (M — 1|L,| M) = %\/(L AN - M+ 1),
(27.13)

(M|Ly|M — 1) = —(M — 1|L,|M) = —%\/(L + M)(L — M +1).

%) In the symbols for the matrix elements, we omit for brevity all suffixes with respect
to which they are diagonal (including L).

6) The choice of sign in this formula corresponds to the choice of the phase factors in
the eigenfunctions of the angular momentum.
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The diagonal elements in the matrices of the quantities L, and L, are
zero. Since a diagonal matrix element gives the mean value of the quantity
in the corresponding state, it follows that the mean values L, and L, are
zero in states having definite values of L,. Thus, if the angular-momentum
component in a given direction in space has a definite value, the vector L
itself is in that direction.

§ 28. Eigenfunctions of the angular momentum

The wave function of a particle is not completely determined when the
values of [ and m are prescribed. This is seen from the fact that the ex-
pressions for the operators of these quantities in spherical polar coordinates
contain only the angles # and ¢, so that their eigenfunctions can contain an
arbitrary factor depending on . We shall here consider only the angular part
of the wave function which characterizes the eigenfunctions of the angular
momentum, and denote this by Y},,(6, ¢), with the normalization condition:

/mmﬁdo _1,

where do = sin #dfdyp is an element of solid angle.

We shall see that the problem of determining the common eigenfunctions
of the operators I? and [, admits of separation of the variables 6 and ¢, and
these functions can be sought in the form

Yim = Vi (0)Oun(0), (28.1)
where ©,,(¢) are the eigenfunctions of the operator TZ, which are given by for-

mula (27.3). Since the functions ©,, are already normalized by the condition
(27.4), the ©y,, must be normalized by the condition

/ |Om|? sin 6d6. (28.2)
0

The functions Y}, with different [ or m are automatically orthogonal:

2 pm
/ / }/l;km/}/lm sin Qdﬂd(p = 6ll’5mm’a (283)
0 0

as being the eigenfunctions of angular momentum operators corresponding to
different eigenvalues. The functions ¥,, () separately are themselves orthog-
onal (see (27.4)), as being the eigenfunctions of the operator [, corresponding
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to different eigenvalues m of this operator. The functions Oy, (¢) are not
themselves eigenfunctions of any of the angular momentum operators; they
are mutually orthogonal for different [, but not for different m.

The most direct method of calculating the required functions is by directly
solving the problem of finding the eigenfunctions of the operator I? written
in spherical polar coordinates (formula (26.16)). The equation l*y) = [y is:

1 o[, o 1 0% B
050 (sm0%) + S0 92 +I(l+ 1)y =0.

Substituting in this equation the form (28.1) for ¢, we obtain for the function
Oy, the equation

1 d . d@lm TTL2
_ — 1 = 0. 28.4
snddo (sm& 10 ) Sin29@lm+l(l+ )Glm 0 ( 8 )

This equation is well known in the theory of spherical harmonics. It has solu-
tions satisfying the conditions of finiteness and single-valuedness for positive
integral values of [ > |m|, in agreement with the eigenvalues of the angular
momentum obtained above by the matrix method. The corresponding solu-
tions are what are called associated Legendre polynomials P/™(cos @) (see §c
of the Mathematical Appendices). Using the normalization condition (28.2),
we find")

2 (I+m)!

Here it is supposed that m > 0. For negative m, we use the definition

O — (—1)mil\/ CLED E=m)! s ). (28.5)

@l,—\m\ = (—1)m@l|m‘ (28.6)

In other words, Oy, for m < 0 is given by (28.5) with |m| instead of m and
the factor (—1)™ omitted.

Thus the angular momentum eigenfunctions are mathematically just spher-
ical harmonic functions normalized in a particular way. For reference, the
complete expression embodying the above definitions is

2 +1 (1 — |ml)!
4t (1 + |m|)!

1/2
Vin(t ) = (1) | | rriosoye. (s)

™) The choice of the phase factor is not, of course, determined by the normalization
condition. The definition (28.5) used in this book is the most natural from the viewpoint
of the theory of addition of angular momenta. It differs by a factor il from the one usually
adopted. The advantages of this choice will be clear from the footnotes in §§60, 106 and
107.
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20+ 1
Y = it/ 4; P,(cos 0). (28.8)

It is evident that the functions differing in the sign of m are related by

In particular,

(=D)"™Y L, =Y (28.9)

For I = 0 (so that m = 0 also) the spherical harmonic function reduces to
a constant. In other words, the wave functions of the states of a particle with
zero angular momentum depend only on r; i.e. they have complete spherical
symmetry, in agreement with the general statement in §27.

For a given m, the values of [ starting from |m| denumerate the successive
eigenvalues of the quantity I? in order of increasing magnitude. Hence, from
the general theory of the zeros of eigenfunctions (§21), we can deduce that
the function Oy, becomes zero for [ — |m| different values of the angle ; in
other words, it has as nodal lines | — |m| “lines of latitude” on the sphere.
If the complete angular functions are taken with the real factors cosmy or
sinme instead of®) e*I™¢ they have as further nodal lines |m| “lines of
longitude”; the total number of nodal lines is thus /.

Finally, we shall show how the functions ©;, may be calculated by the
matrix method. This is done similarly to the calculation of the wave functions
of an oscillator in §23. We start from the equation (27.8):

1Yy =0.

Using the expression (26.15) for the operator [, and substituting

1 .
Y = ——e'°0y(0),
1= e Oul)

we obtain for ©; the equation

do
d_ell —lcotf - ®ll = 0,
whence ) = const - sin’ 6. Determining the constant from the normalization
condition, we find
g e+t
Ou = (i) gy SiP 6. (28.10)

8) Each such function corresponds to a state in which [, does not have a definite value,
but can have the values =m with equal probability.
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Next, using (27.12), we write

1 Yimit = ()it Yim = /(= m) ([ +m + 1)V

A repeated application of this formula gives

(I —m)! I 4
—Y, = "y,
(+m) e - "

The right-hand side of this equation is easily calculated by means of the
expression (26.15) for the operator [_. We have

7T im i(m— . —-m d - m
I [f(@)e @} = e( e SlIll QW (f S1n 8)
A repeated application of this formula gives
T—m il ime _i..—m dl—m )
l_ € Lp@ll = e"™¥sin QW (sm 0 - @ll) .

Finally, using these relations and the expression (28.10) for ©;, we obtain
the formula

g (2L 1 (1 +m)! 1 di=m ,
L (0) = (—i)! 2y 28.11
Oum(6) = ( 1)\/ 2 U —m) 20sm™ 0 (deosgyim o0 0 (2811)

which is the same as (28.5).

§ 29. Matrix elements of vectors

Let us again consider a closed system of particles;’) let f be any scalar
physical quantity characterizing the system, and fthe operator correspond-
ing to this quantity. Every scalar is invariant with respect to rotation of the
coordinate system. Hence the scalar operator f does not vary when acted on
by a rotation operator, i.e. it commutes with a rotation operator. We know,
however, that the operator of an infinitely small rotation is the same, apart
from a constant factor, as the angular momentum operator, so that

{f.L} =0 (29.1)

9) All the results in this section are valid also for a particle in a centrally symmetric
field (and in general whenever the total angular momentum of the system is conserved).
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From the commutability of ]?With the angular momentum operator it follows
that the matrix of f with respect to transitions between states with definite
values of L and M is diagonal with respect to these suffixes. Moreover, since
the specification of M defines only the orientation of the system relative to
the axes of coordinates, and the value of a scalar is independent of this orien-
tation, we can say that the matrix elements (n'LM|f|nLM) are independent
of the value of M; n conventionally denotes all the quantum numbers other
than L and M which define the state of the system. A formal proof of this
assertion can be obtained from the commutativity of the operators f and L+

fLy —L.f=0. (29.2)

Let us write down the matrix element of this equation corresponding to the
transition n, L, M — n/, L, M + 1. Taking into account the fact that the
matrix of the quantity L, has only elements with n, L, M — n, L, M + 1, we
obtain

(n', L, M +1|fn, L, M +1){n, L, M + 1|Ly|n, L, M) =
=(n',L,M +1|Ly|n', L, M){n', L, M|f|n, L, M),

and since the matrix elements of the quantity L, are independent of the
suffix n, we find

(n', L, M +1|fn, L, M + 1) = (n/, L, M| f|n, L, M), (29.3)

whence it follows that all the quantities (n’, L, M|f|n, L, M) for different M
(the other suffixes being the same) are equal.

If we apply this result to the Hamiltonian itself, we obtain our previous
result that the energy of the stationary states is independent of M, i.e. that
the energy levels have (2L + 1)-fold degeneracy.

Next, let A be some vector physical quantity characterizing a closed
system. When the system of coordinates is rotated (and, in particular, in
an infinitely small rotation, i.e. when the angular momentum operator is
applied), the components of a vector are transformed into linear functions of
one another. H/gnce, as a result of the commutation of the operators Zl Wi/t\h
the operators A;, we must again obtain components of the same vector, A;.
The exact form can be found by noticing that, in the particular case where
A is the radius vector of the particle, the formulae (26.4) must be obtained.
Thus we find the commutation rules

{Ei7 A\k} = i@iklzzl\l (294)
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These relations enable us to obtain several results concerning the form
of the matrices of the components of the vector A (M. Born, W. Heisenberg
and P. Jordan 1926). First of all, it is possible to derive selection rules which
determine the transitions for which the matrix elements can be different
from zero. We shall not go through the fairly lengthy calculations here,
however, since it will appear later (§107) that these rules are actually a direct
consequence of the general transformation properties of vector quantities and
can be derived from the latter with hardly any calculation at all. Here we
shall merely give the rules, without proof.

The matrix elements of all the components of a vector can be different
from zero only for transitions in which the angular momentum L changes by
not more than one unit:

L—LL+1 (29.5)

There is a further selection rule which forbids transitions between any two
states with L = 0. This rule is an obvious consequence of the complete
spherical symmetry of states with angular momentum zero.

The selection rules for the angular momentum component M are different
for the different components of a vector: the matrix elements can be different
from zero for transitions where M changes as follows:

M—-M+1 for AL =A,+iA,,
M—M-1 for A=A, —iA, (29.6)
M—M for A,.

Moreover, it is possible to determine a general form for the matrix el-
ements of a vector as functions of the number M. These important and
frequently used formulae are given here, also without proof, since they are
actually a particular case of more general relations derived in §107 for any
tensor quantities.

The non-zero matrix elements of the quantity A, are given by the formulae

M
VL(L+1)(2L +1)
L2 — M2
L@L—U@L+U<

(W' LM|A,InLM) = (n'L||Al|nL),

(n'LM|A.n, L —1,M) = \/ n'L||Alln, L - 1), (29.7)

L2_M2
LL - 1)(2L + 1)

(n',L—1, M|A,|InLM) = \/ (n', L —1||A||nL).

Here the symbol
(n'L'||AllnL)
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denotes a reduced matrix element, a quantity independent of the quantum
number M.'") These matrix elements are related by

(W' L||AllnL) = (nL||Alln"L’)", (29.8)

which follows directly from the fact that the operator is A, Hermitian.
The matrix elements of the quantities A_ and A, are also determined by
the reduced matrix elements. The non-zero matrix elements of A_ are.

L—M+1)(L+ M)
L(L+1)(2L + 1)

(0, LM — 1|A_|nLM) = \/ ( (n'L||AlnL),

L—M+1)(L— M)
LR2L—1)(2L+1)

(W, L, M — 1[A_|n, L — 1, M) :\/( (' LI|Alln, L — 1),

L+M—1)(L+M)
L(2L — 1)(2L + 1)

(n’,L—l,M—1|A_|n,L,M> = _\/< <’I’L/,L—]_||A||7’L,L>

(29.9)

The matrix elements of A, need not be written out separately: since A, and
A, are real we have

(n'L'M'|AyInLM) = (nLM|A_|n'L'M")*. (29.10)

There is a formula which expresses the matrix elements of the scalar AB
in terms of the reduced matrix elements of the two vector quantities A and
B. The calculation is conveniently carried out by writing the operator AB
in the form

PO - -~
AB = (A,B-+AB,)+ A.B.. (29.11)

The matrix of AB (like that of any scalar) is diagonal with respect to L and
M. A calculation by means of formulae (29.7)—(29.9) gives the result

(W' LM|AB|nLM) = S LI Aln" L") (n"L"|| Bl[nL), (29.12)

where L” takes the values L, [ + 1.

10)

The appearance in formulae (29.7) and (29.9) of denominators which depend on L is in
accordance with the general notation used in §107. The convenience of these denominators
is shown, in particular, by the simple form of equation (29.12) for the matrix elements of
the scalar product of two vectors.

The symbol for the reduced matrix element is to be taken as a whole, in contrast to the
matrix element symbol (see the comments following (11.17)).
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For reference, we shall give the reduced matrix elements for the vector L
itself. A comparison of (29.9) and (27.12) shows that

(LIILIL) = VI{L + DL + 1),
(L —1||LI|L) = (LI|Z]|IL 1) = 0.

(29.13)

A quantity that often occurs in applications is the unit vector n along the
radius vector of the particle. Its reduced matrix elements can be calculated
by finding, for example, the matrix elements of n, = cos f for a zero angular-
momentum component, m = 0;

(I —1,0|n,|l0) = / O] _1cost - Oy sin 0do
0

with the functions ©;y given by (28.11). The evaluation of the integral'!)
gives

il
V@I=1)@20+1)
The matrix elements for transitions I — [ are zero (as for any polar vector of
an individual particle; see (30.8) below). Comparison with (29.7) then gives

(L=1||n||l) = =({||n||ll = 1) = V1, ({|[n||l) = 0. (29.14)

PROBLEM

Average the tensor n;ny — (1/3)d;; (where n is a unit vector along the radius
vector of a particle) over a state where the magnitude but not the direction of the
vector 1 is given (i.e. I, is indeterminate).

SOLUTION. The required mean value is an operator which can be expressed
in terms of the operator I alone. We seek it in the form

<l o 17 O’nz’l()) =

1 a2
i = g0k = a |bily + el — S0l(L+1) |5

this is the most general symmetrical tensor of rank two with zero trace that can
be formed from the components of I. To determine the constant a we multiply this
equation on the left by /; and on the right by Ix (summing over and k). Since
the vector m is perpendicular to the vector il = r x p, we have n;l; = 0. The
product ZLZAZ/Z\;CZC = (P)2 is replaced by its eigenvalue [?(I + 1)2, and the product is
transformed by means of the commutation relations (26.7) as follows:

Lillily, = Tililely, — ieqalilly, = (lA)Q - %eiklz\i (lAzlAk — lAklAz) =

1 —
=)+ 5 Gkt Clkmlilm = - =2P1+1)2-1(+1)

1) By [ — 1 times integrating by parts with dcos6; the general formula for integrals of
this type is (107.14).
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(using the fact that e;x€mp = 20;m). After a simple reduction we obtain the result

1
20— 1)(20 +3)

a=—

§ 30. Parity of a state

Besides the parallel displacements and rotations of the coordinate sys-
tem, the invariance under which represents the homogeneity and isotropy of
space respectively, there is another transformation which leaves unaltered
the Hamiltonian of a closed system. This is what is called the inversion
transformation, which consists in simultaneously changing the sign of all
the coordinates, i.e. a reversal of the direction of each coordinate axis; a
right-handed coordinate system then becomes left-handed, and vice versa.
The invariance of the Hamiltonian under this transformation expresses the
symmetry of space under mirror reflections.’?) In classical mechanics, the
invariance of Hamilton’s function with respect to inversion does not lead to
a conservation law, but the situation is different in quantum mechanics.

Let us denote by P (for “parity”) an inversion operator whose effect on
a wave function ¢(r) is to change the sign of the coordinates:

Py(r) = (=7) (30.1)

It is easy to find the eigenvalues P of this operator, which are determined by
the equation

Pu(r) = Py(r) (30.2)

To do so, we notice that a double application of the inversion operator
amounts to identity: the argument of the function is unchanged. In other
words, we have P%) = P?i) =1, i.e. P? =1, whence

P =+l (30.3)

Thus the eigenfunctions of the inversion operator are either unchanged or
change in sign when acted upon by this operator. In the first case, the wave
function (and the corresponding state) is said to be even, and in the second
it is said to be odd.

The invariance of the Hamiltonian under inversion (i.e. the fact that
the operators H and P commute) thus expresses the law of conservation of

12) Invariance under inversion exists also for the Hamiltonian of a system of particles in

a centrally symmetric field with the centre at the origin.
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parity: if the state of a closed system has a definite parity (i.e. if it is even,
or odd) then this parity is conserved in the course of time.'?)

The angular momentum operator also is invariant under inversion, which
changes the sign of the coordinates and of the operators of differentiation with
respect to them; the operator (26.2) thus remains unaltered. In other words,
the inversion operator commutes with the angular momentum operator, and
this means that the system can have a definite parity simultaneously with
definite values of the angular momentum L and its component M. All states
that differ only in the value of M have the same parity; this is evident because
the properties of a closed system are independent of its orientation in space,
and it can be formally demonstrated from the commutation rule L, P— PL,
by the same method as in deriving (29.3) from (29.2).

There are specific parity selection rules for the matrix elements of various
physical quantities. Let us first consider scalars. Here we must distinguish
true scalars, which are unchanged by inversion, from pseudoscalars, which
change sign, for instance the scalar product of an axial and a polar vector
The operator of a true scalar f commutes with P; hence it follows that, if the
matrix of P is diagonal, then the matrix of f is diagonal also as regards the
parity suffix, i.e. the matrix elements are zero except for transitions g — ¢
and u — u (where g and u denote even and odd states respectlvely) For
the operator of a pseudoscalar quantity, we have P f = — f P the operators
P and f anticommute. The matrix element of this equation for a transition
g—gis

Pagfag = —fagPog:
and so f,y = 0 since P,y = 1. Similarly we find that f,, = 0. Thus, in the
matrix of a pseudoscalar quantity, only those elements can be different from
zero which correspond to transitions with change of parity. The selection
rules for the matrix elements of scalars are therefore:
true scalars g— g,u —u;

30.4
pseudoscalars g — u,u — g. ( )

These rules can also be obtained directly from the definition of the matrix
elements. Let us consider, for example, the integral f,, = [1%1,dg, where
the function v, is even and 1, odd. When all the coordinates change sign, the
integrand does so if f is a true scalar; on the other hand, the integral taken
over all space cannot change when the variables of integration are renamed.
Hence it follows that f,; = —fug, i.e. fuy = 0.

13) To avoid misunderstanding, it should be mentioned that this refers to the non-
relativistic theory. There exist interactions in Nature, falling in the realm of relativistic
theory, which violate the conservation of parity.
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We can similarly derive selection rules for vector quantities. Here it must
be recalled that ordinary (polar) vectors change sign on inversion, while axial
vectors (such as the angular momentum vector, which is the vector product
of the two polar vectors p and r) are unchanged by inversion. The selection
rules are found to be:

olar vectors — U, U —> g;
pos 7 g (30.5)
axial vectors g— g,u — u.

Let us determine the parity of the state of a single particle with angular
momentum [. The inversion transformation (r — —x,y — —y,z — —z) is,
in spherical polar coordinates, the transformation

r—r, 0—-mn—0, p—>p+m (30.6)

The dependence of the wave function of the particle on the angle is given
by the spherical harmonic Y},,, which, apart from a constant that is here
unimportant, has the form P/ (cos #)e™?. When ¢ is replaced by ¢ + 7, the
factor ™% is multiplied by (—1)™, and when 6 is replaced by m—8, P/ (cos )
becomes P (—cosf) = (—1)"™P™(cos ). Thus the whole function is mul-
tiplied by (—1)! (independent of m, in agreement with what was said above),
i.e. the parity of a state with a given value of [ is

P= (-1 (30.7)

We see that all states with even [ are even, and all those with odd [ are odd.

A vector physical quantity relating to an individual particle can have
non-zero matrix elements only for transitions with [ — [ or [ £ 1 (§29).
Remembering this, and comparing formula (30.7) with what was said above
regarding the change of parity in the matrix elements of vectors, we reach the
result that the matrix elements of vectors relating to an individual particle
are zero except for the transitions:

polar vectors [l —1+1,
: (30.8)
axial vectors [ — 1.

§ 31. Addition of angular momenta

Let us consider a system composed of two parts whose interaction is
weak. If the interaction is entirely neglected, then for each part the law of
conservation of angular momentum holds. The angular momentum L of the
whole system can be regarded as the sum of the angular momenta L; and L,
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of its parts. In the next approximation, when the weak interaction is taken
into account, L; and L, are not exactly conserved, but the numbers L; and
Lo which determine their squares remain “good” quantum numbers suitable
for an approximate description of the state of the system. Regarding the
angular momenta in a classical manner, we can say that in this approximation
L, and L, rotate round the direction of L. while remaining unchanged in
magnitude.

For such systems the question arises regarding the “law of addition” of
angular momenta: what are the possible values of L for given values of L,
and Ly? The law of addition for the components of angular momentum is
evident: since L, = Ly, + Lo, it follows that

There is no such simple relation for the operators of the squared angular
momenta, however, and to derive their “law of addition” we reason as follows.

If we take the quantities L% L2 Ly., Ly. as a complete set of physical
quantities,'*) every state will be determined by the values of the numbers
Ly, Ly, My, Ms. For given L; and Lo, the numbers M; and M, take (2L +
1) and (2Le + 1) different values respectively, so that there are altogether
(2L1 4+ 1)(2Ly + 1) different states with the same L, and L,. We denote the
wave functions of the states for this representation by ¢y, £, ;-

Instead of the above four quantities, we can take the four quantities
L2 L% L? L. as a complete set. Then every state is characterized by the val-
ues of the numbers Ly, Ly, L, M (we denote the corresponding wave functions
by ¥, L,an ). For given Ly and Lo, there must of course be (2L;+1)(2Ls+1)
different states as before, i.e. for given L; and Ls the pair of numbers L and
M must take (2L; + 1)(2L2 + 1) pairs of values. These values can be deter-
mined as follows.

By adding the various possible values of M; and M,, we get the corre-
sponding values of M, as shown below:

14) Together with such other quantities as form a complete set when combined with these
four. These other quantities play no part in the subsequent discussion, and for brevity we
shall ignore them entirely, and conventionally call the above four quantities a complete

set.
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M, M, M

Ly Ly Ly+ Ly
Ly Ly —1 Li+Ly—1
Ly—1 Lo Li+Ly—1
Ly—1 Ly —1 Li+Ly—2
Ll LQ -2 L1+L2—2
Ly -2 Ly Ly+Ly—2

We see that the greatest possible value of M is M = L; + Ls, corre-
sponding to one state ¢ (one pair of values of M; and M,). The great-
est possible value of M in the states i, and hence the greatest possible
value of L also, is therefore L; + Ls. Next, there are two states ¢ with
M = Ly + Ly — 1. Consequently, there must also be two states ¢ with this
value of M; one of them is the state with L = Ly + Ly (and M = L — 1),
and the other is that with L = L; + Ly — 1 (and M = L). For the value
M = Ly + Lo — 2 there are three different states . This means that, besides
the values L = Ly + Ly, L = Ly + Ly — 1, the value L = Ly + Ly — 2 can
occur.

The argument can be continued in this way so long as a decrease of M by
1 increases by 1 the number of states with a given M. It is easily seen that
this is so until M reaches the value |L; — Ly|. When M decreases further, the
number of states no longer increases, remaining equal to 2Ly + 1 (if Ly < L)
. Thus |L; — Lo| is the least possible value of L, and we arrive at the result
that, for given L and Lo, the number L can take the values

L:L1+L2,L1+L2—1,...,’[/1—[/2‘, (312)

that is 2Ly + 1 different values altogether (supposing that Ly < Lq). It is
easy to verify that we do in fact obtain (211 + 1)(2Ly + 1) different values
of the pair of numbers M, L. Here it is important to note that, if we ignore
the 2L + 1 values of M for a given L, then only one state will correspond to
each of the possible values (31.2) of L.

This result can be illustrated by means of what is called the vector model.
If we take two vectors Ly, Ly of lengths L, and Lo, then the values of L are
represented by the integral lengths of the vectors L which are obtained by
vector addition of Ly and Ls; the greatest value of L is Ly + Lo, which is
obtained when L; and L are parallel, and the least value is |L; — Ls|, when
L, and L, are antiparallel.

In states with definite values of the angular momenta L;, Lo, and of the
total angular momentum L, the scalar products L;Ls, LL; and LLy also
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have d/(\eﬁniy\e VaIEes. These values are easily found. To calculate Ly Lo, we
write L = Ly + L4 or, squaring and transposing,

9L,L, = L* - L? - L%

Replacing the operators on the right-hand side of this equation by their
eigenvalues, we obtain the eigenvalue of the operator on the left-hand side:

1
-MLQZ§{ML+4)—LKLY+D—LﬂLy+U} (31.3)
Similarly we find

LL, - %{L(L 1)+ La(Ly + 1) — Lo(Ly + 1)} (31.4)

Let us now determine the “addition rule for parities”. The wave function
U of a system consisting of two independent parts is the product of the wave
functions v; and W4 of these parts. Hence it is clear that if the latter are of
the same parity (i.e. both change sign, or both do not change sign, when the
sign of all the coordinates is reversed), then the wave function of the whole
system is even. On the other hand, if ¥; and W, are of opposite parity, then
the function ¥ is odd. These statements may be written

P = PP, (31.5)

where P is the parity of the whole system and P;, P, those of its parts. This
rule can, of course, be generalized at once to the case of a system composed
of any number of non-interacting parts.

In particular, if we are concerned with a system of particles in a centrally
symmetric field (the mutual interaction of the particles being supposed weak),
then the parity of the state of the whole system is given by

P = (_1)l1+lz+--- (316)

see (30.7). We emphasize that the exponent here contains the algebraic sum
of the angular momenta /;, and this is not in general the same as their “vector
sum”, i.e. the angular momentum L of the system.

If a closed system disintegrates (under the action of internal forces), the
total angular momentum and parity must be conserved. This circumstance
may render it impossible for a system to disintegrate, even if this is energet-
ically possible.

For instance, let us consider an atom in an even state with angular mo-
mentum L = 0, which is able, so far as energy considerations go, to disinte-
grate into a free electron and an ion in an odd state with the same angular
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momentum L = 0. It is easy to see that in fact no such disintegration can
occur (it is, as we say, forbidden). For, by virtue of the law of conservation
of angular momentum, the free electron would also have to have zero angular
momentum, and therefore be in an even state (P = (1) = +1); the state of
the system ion+electron would then be odd, however, whereas the original
state of the atom was even.
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CHAPTER VI

PERTURBATION THEORY

§ 38. Perturbations independent of time

THE exact solution of Schrodinger’s equation can be found only in a
comparatively small number of the simplest cases. The majority of problems
in quantum mechanics lead to equations which are too complex to be solved
exactly. Often, however, quantities of different orders of magnitude appear
in the conditions of the problem; among them there may be small quantities
such that, when they are neglected, the problem is so much simplified that
its exact solution becomes possible. In such cases, the first step in solving
the physical problem concerned is to solve exactly the simplified problem,
and the second step is to calculate approximately the errors due to the small
terms that have been neglected in the simplified problem. There is a general
method, of calculating these errors; it is called perturbation theory.

Let us suppose that the Hamiltonian of a given physical system is of the
form L

H=Hy+V
where V is a small correction (or perturbation) to the unperturbed operator ffo
In §§40, 39 we shall consider perturbations ‘Z which do not depend explicitly
on time (the same is assumed regarding Hy also). The conditions which
are necessary for it to be permissible to regard the operator V as “small”
compared with the operator H will be derived below.

The problem of perturbation theory for a discrete Spectrum can be formu-
lated as follows. It is assumed that the eigenfunctions wn and eigenvalues
E ) of the discrete spectrum of the unperturbed operator HO are known, i.e.
the exact solutions of the equation

Hop)© = E©(0) (38.1)
are known. It is desired to find approximate solutions of the equation
Hy = (Hy+ V) = By, (38.2)

123
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i.e. approximate expressions for the eigenfunctions v, and eigenvalues F), of
the perturbed operator H. R

In this section we shall assume that no eigenvalue of the operator Hy is
degenerate. Moreover, to simplify our results, we shall at first suppose that
there is only a discrete spectrum of energy levels.

The calculations are conveniently performed in matrix form throughout.

To do this, we expand the required function 1 in terms of the functions
Y

= cmthl, (38.3)
m

Substituting this expansion in (38.2) we obtain

Yo emlER VWD =D cnBU);

multiplying both sides of this equation by 7,0,(60)* and integrating, we find

(B = E)ek = Vimem. (38.4)

Here we have introduced the matrix V4, of the perturbation operator \7,
defined with respect to the unperturbed functions @/}5,?):

Vi = / POV dg. (38.5)

We shall seek the values of the coefficients ¢, and the energy E in the
form of series

E=E94+ED 4+ ¢, =9+ 404

where the quantities ) and c%) are of the same order of smallness as
the perturbation \A/, the quantities £® and cg) are of the second order of
smallness, and so on.

Let us determine the corrections to the nth eigenvalue and eigenfunction,

putting accordingly ) = 1, O =0 for m # n. To find the first approxima-

tion, we substitute in equation (38.4) E = EQ + ED, ¢ = c,(f) + C,E}), and

retain only terms of the first order. The equation with £ = n gives
EW =V, = / POV 0dg. (38.6)

Thus the first-order correction to the eigenvalue EY is equal to the mean
value of the perturbation in the state wﬁ?’.
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The equation (38.4) with k # n gives

Vien
oD = !

while c,(ql)

7(10) + zb,(}) is normalized up to and including terms of the first order. For

this we must put ¢V = 0. For the functions

y_ N~ Vin 0
=3 m%@) (38.8)

remains arbitrary; it must be chosen so that the function v, =

m

(the prime means that the term with m = n is omitted from the sum) are
orthogonal to 12, and hence the integral of ]wflo) + %(11)’2 differs from unity
only by a quantity of the second order of smallness.

Formula (38.8) determines the correction to the wave functions in the
first approximation. Incidentally, we see from this formula the condition for
the applicability of the above method. This condition is that the inequality

V| < |EBY) — B (38.9)

m

must hold, i.e. the matrix elements of the perturbation must be small com-
pared with the corresponding differences between the unperturbed energy
levels.

Next, let us determine the correction to the eigenvalue EY in the second
approximation. To do this, we substitute in (38.4) F = EQ + g + E,(f),
cr = c,(CO) + c,(cl) + c,(f), and examine the terms of the second order of smallness.
The equation with k£ = n gives

E’V(L2) Cg = Z/Vnm C%) 3

whence

2
2) _ ! |an|
EP =Y O 50 (38.10)

m

(we have substituted &) from (38.7), and used the fact that, since the oper-
ator V is Hermitian, V., = V7).

We notice that the correction in the second approximation to the energy
of the normal state is always negative; for, since EY then corresponds to the
lowest value of the energy, all the terms in the sum (38.10) are negative.

The further approximations can be calculated in a similar manner.
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The results obtained can be generalized at once to the case where the op-
erator Hy has also a continuous spectrum (but the perturbation is applied,
as before, to a state of the discrete spectrum). To do so, we need only add to
the sums over the discrete spectrum the corresponding integrals over the con-
tinuous spectrum. We shall distinguish the various states of the continuous
spectrum by the suffix v, which takes a continuous range of values; by v we
conventionally understand an assembly of values of quantities sufficient for
a complete description of the state (if the states of the continuous spectrum
are degenerate, which is almost always the case, the value of the energy alone
does not suffice to determine the state).!) Then, for instance, we must write
instead of (38.8)

W_NY_ Y o [ Ve 0
¥ —zmj 0 —E,S?wm +/E£°) _Eywy dv (38.11)

and similarly for the other formulae.

It is useful to note also the formula for the perturbed value of the matrix
element of a physical quantity f, calculated as far as terms of the first order
by using the functions v, = @/JSLO) + @01(11), with wﬁf) given by (38.8). The
following expression is easily obtained:

(0)
nkfkm / Vkmfnk

Jom = i + Z 2o (38.12)
k m k

In the first sum k # n, while in the second k # m.

PROBLEMS

1. Determine the correction w,(f) in the second approximation to the eigen-
functions.

SOLUTION. The coefficients cé (k # n) are calculated from equations (38.4)
with k #£ n, written out up to terms of the second order, and the coefficient cg) is

chosen so that the function 1, = w,(@o) + w,(f) + w,(f) is normalized up to terms of
the second order. As a result we find

V VoV (0) 2
2 " VmkVin 0 "VanVmn | (0 T/)n / | an|
1(7,) E E T2 i 0) _ O

w kwnm — h*win, 2 & hPwgy,
where we have introduced the frequencies

1

1) Here the wave functions @[Jl(,o) must be normalized by delta functions of the quantities
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2. Determine the correction in the third approximation to the eigenvalues of
the energy

SOLUTION. Writing out the terms of the third order of smallness in equation
(38.4) with k = n, we obtain

2
3) _ 'V Vink Vien o ’|Vnm’
E Z Z h2wmnwkn Von m hzwr%m .

3. Determine the energy levels of an anharmonic linear oscillator whose Hamil-

tonian is
p2 mw2 22

H="—+

+ az® + Bzt

SOLUTION. The matrix elements of x2 and *4 can be obtained directly ac-
cording to the rule of matrix multiplication, using the expression (23.4) for the
matrix elements of z. We find for the matrix elements of z that are not zero

(2%), g = (2%),, 5= <h)3/2 \/n(n - 1§(n - 2)7

mw
N2 [9n3
Pt = = () Vo

The diagonal elements in this matrix vanish, so that the correction in the first
approximation due to the term oz in the Hamiltonian (regarded as a perturbation
of the harmonic oscillator) is zero. The correction in the second approximation
due to this term is of the same order as that in the first approximation due to the
term B2*. The diagonal matrix elements of 2% are

h\® 3
4 _ 2
Using the general formulae (38.6) and (38.10), we find the following approximate
expression for the energy levels of the anharmonic oscillator:

1\ 15a% [/ h\® 11\ 3. A\ ([, 1

4. A spherical potential well with infinitely high walls is subjected to a small
deformation (without change of volume) which gives it the form of a slightly prolate
or oblate spheroid with semi-axes a = b and c¢. Find the splitting of the energy
levels of a particle in the deformed well (A. B. Migdal 1959).

SOLUTION. The equation of the well boundary is

2% + 92

7tz =1

c2

a

and by the change of variables * — az/R,y — ay/R,z — cz/R it is converted
into 22 + 32 + 22 = R? the equation of a sphere with radius R. The same change
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of variables converts the Hamiltonian of the particle, H = p?/2M = —h2A/2M
(where M is the mass of the > particle and the energy is measured from the bottom
of the well) into H = Hy+ V, where

~ h? ~ h? R? 0? 0? R? 0?
Hy=——-A = 1) —=+—=—= — -1 —=].
0= o™ VT e [( ) <ax2 i ay2> i (c? ) azZ]
Thus the problem of motion in an ellipsoidal well reduces to that of motion in a

spherical well. If the ellipsoid is almost a sphere of radius R = (a20)1/ 3, 1% may be
regarded as a small perturbation. If the ellipsoidality (]3] < 1) is defined by

a%R(l—?), czR(l—i—Qf)

the perturbation operator may be written

V= —3p2).
3M( Z)
In the first order of perturbation theory, the change in the energy levels of the

particle from their values in the spherical well is
AFEnim = Enim — Er(L(l]) = <nlm|V|nlm>

where [ and m are the angular momentum of the particle and its component along
the axis of the spheroid; n numbers the levels in the spherical well for a given [,
which are independent of m. Since p? — 3p? is the zz-component of an irreducible
tensor, d;xp? — 3p;pr, with zero trace, we find from (107.2) and (107.6) that the
matrix element (nlm|V|nln) is proportional to

(43 4)

2

and therefore
3m

(nlm|V |nlm) = (1 T

) (nl0|V'|nl0)

A table of 3j-symbols is given in §106.
Next,

2,0 h? 0?
V|nlo) = Z8E s
(nl0|V|nl0) 3,6’ o B nl0 | —; 902

nlO>

5 (0) Bn? / ‘alﬁnzo 2drdo
in the first term we have used Schrodinger’s equation ﬁownlm = fl?)?ﬁnlm for a

spherical well, and in the second term integrated by parts. With Yjg in the form
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(28.11), we find the derivative of 1,0 = Ry (r)Y0(0, ¢) to be

0 0 sinf 9
@ﬁ’nlo = (COS 95 - r@@) Ynio =

i(141) .l
— "Ry Y
[4<l+1>2—1]1/2< "o l) ot

il . l+1
+ m (Rnl + arl) lefl,O-

The radial integrals are calculated by means of the formulae

o 1 o
/ Ry R,rdr = —= / RZdr.
0 2 Jo

/ R’nlrzdr_ﬁEnl - z+1/ R2dr,

which are derived by integrating by parts and using the radial Schrédinger’s equa-
tion (?7?)

I 2 I(1+1) 2M (0)

nl + - r nl — T

The terms containing integrals of Ril cancel, and the final result is

- I(1+1) m? 1] po
AEnim =40 G a1 4 3) [l(l +1) 3] E

Note that
l

1 0
TH Z Enim = Enl )

m=—

i.e. the “centre of gravity” of the multiplet is not shifted.

§ 39. The secular equation

Let us now turn to the case where the unperturbed operator [/1\70 has degen-
erate eigenvalues. We denote by @D(O) wfl,), ... the eigenfunctions belonging
to the same eigenvalue EY of the energy. The choice of these functions is,
as we know, not unique; instead of them we can choose any s (where s is the
degree of degeneracy of the level ET(LO)) independent linear combinations of
these functions. The choice ceases to be arbitrary, however, if we subject the
wave functions to the requirement that the change in them under the action

of the small applied perturbation should be small.
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At present we shall understand by wéo), %(S)a ... some arbitrarily selected
unperturbed eigenfunctions. The correct functions in the zeroth approxima-
tion are linear combinations of the form

Cno)%o) + C(%ﬂ(o) 4.

Uy
The coefficients in these combinations are determined, together with the
corrections in the first approximation to the eigenvalues, as follows.

We write out equations (38.4) with &k = n,n’/,..., and substitute in them,
in the first approximation, £ = EV 4+ E (M) for the quantities ¢y, it suffices to

0 0
take the zero-order values ¢, = 07(1), Cpt = cfl,), e =0form#n,n, . ...

We then obtain
EM0) _ Z Vnn,c(g)

n
or

> (Vi = EW6) ) =0, (39.1)
where n,n’ take all values denumerating states belonging to the given un-
perturbed eigenvalue E. This system of homogeneous linear equations for
the quantities ' has solutions which are not all zero if the determinant of

the coefficients of the unknowns vanishes. Thus we obtain the equation

Vs = EV 6

— 0. (39.2)

This equation is of the sth degree in E®) and has, in general, s different real
roots. These roots are the required corrections to the eigenvalues in the first
approximation. Equation (39.2) is called the secular equation.”) We notice
that the sum of its roots is equal to the sum of the diagonal matrix elements
Viuns Vo, - . (this being the coefficient of [E™M]*~1 in the equation).

Substituting in turn the roots of equation (39.2) in the system (39.1) and
solving, we find the coefficients e and so determine the eigenfunctions in
the zeroth approximation.

As a result of the perturbation, an originally degenerate energy level
ceases in general to be degenerate (the roots of equation (39.2) are in general
distinct); the perturbation removes the degeneracy, as we say. The removal
of the degeneracy may be either total or partial (in the latter case, after
the perturbation has been applied, there remains a degeneracy of degree less
than the original one).

It may happen that for some reason all the matrix elements are particu-
larly small (or even zero) for transitions within a group of mutually degen-
erate states n,n’,.... It may then be useful to take into account not only

2) The name is taken from celestial mechanics.
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in the first order the matrix elements V,,,,». but also in the higher orders the
matrix elements V,,,,(m # n,n’,...) for transitions to states with a different
energy. Let us do this for the matrix elements Vmn in the second order.

In equation (38.4) with k = n we put on the left £ = EY + EV (retain-
ing the notation £ for the correction to the energy in the approximation

(0)

considered), and replace ¢, by . Since Y = 0 for all m # n,n’ we have

EW O ZVnmc n Z Vi 9 (39.3)

The equations (38.4) with k = m # n,n/,... give as far as the first-order

terms
(1)

0 _ 5O — § = 0
(En Em )Cm an & )

whence v
1) _ mn/’ (0)
=2 EO _ g0

n’ n

Substitution in (39.3) gives

0) __ (0) , Vnmvmn’

These equations replace (39.1); the condition for them to be compatible again
leads to the secular equation, which differs from (39.2) by the change

Vnm an

Vit = Vs + Z =0

(39.4)

PROBLEMS
1. Determine the corrections to the eigenvalue in the first approximation and

the correct functions in the zeroth approximation, for a doubly degenerate level.
SOLUTION. Equation (39.2) here has the form

Vii — ED Vor
1 [=0
Via Vog — F

(the suffixes 1 and 2 correspond to two arbitrarily chosen unperturbed eigenfunc-
tions 1/150) and 1/1%0) of the degenerate level in question). Solving, we find

1
EB1) = 5 [VH T Vo £ hw(l)} : (1)
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with the notation

) = V (Vi1 — Vag)2 + 4[Vio)?

for the difference between the two values of the correction E(!) Solving also equa-
tions (39.1) with these values of E(1), we obtain for the coefficients in the correct
normalized function in the zeroth approximation, (® = c§°)¢§°) + cg))wéo), the
values

A0 Via 14 Vii— Vap ] V2
1 2“/12| h/.u(l) )

1/2
©_ f Vo |y V- Ve
Co {2“/12| |: + hw(l) .

2. Derive the formulae for the correction to the eigenfunctions in the first
approximation and to the eigenvalues in the second approximation.

SOLUTION. We shall suppose that the correct functions in the zeroth approx-
imation are chosen as the functions wéo). The matrix V,,,, defined with respect to
these is clearly diagonal with respect to the suffixes n,n’ (belonging to the same
group of functions of a degenerate level), and the diagonal elements V,,;,, Vyi,r, are

equal to the corresponding corrections E7(11), 7(;), .

(2)

. in the first approximation.

Let us consider a perturbation of the eigenfunction 1/1,(10), so that in the zeroth

approximation £ = E,SO), cglo) =1, c$2) = 0 for m # n. In the first approximation
E = E,(ZO) + Van,n =1+ cg), Cm = cg). We write out from the system (38.4) the
equation with k # n,n’,..., retaining in it terms of the first order:

(B9~ B = Viael? = Vi

whence

¢ =————= fork#n,n, ... (1)

Next we write out the equation with & = n/, retaining in it terms of the second

order:
EO ) = Vel + 3 Varmel)

n'

(the terms with m = n,n’,... are omitted in the sum over m). Substituting

(1)

EY = V,,, and the expression (1) for ¢, we obtain for n’ # n

1) 1 " Varm Vinn
Cpi = Vi — Vn’n’); £O _ O (2)

(In this approximation the coefficient Vs zero.) Formulae (1) and (2) determine
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the correction 1/1,(11) => 07(711)1/)7(,?) to the eigenfunctions in the first approxima-
tion.?)

Finally, writing out the second-order terms in equation (38.4) with k = n, we
obtain for the second-order corrections to the energy the formula

2) / Vnmvmn
%)_g;ﬂp_ﬂﬁ (3)

which is formally identical with (38.10).

3. At the initial instant t = 0, a system is in a state go) which belongs to a
doubly degenerate level. Determine the probability that, at a subsequent instant
t, the system will be in the state Qﬁéo) with the same energy; the transition occurs
under the action of a constant perturbation.

SOLUTION. We form the correct functions in the zeroth approximation,

Y=+ eahe, Y = + e,

wherecy, c2; ¢}, ¢ are two pairs of coefficients determined by formulae (1) of Prob-
lem 1 (for brevity, we omit the index (0) on all quantities).

Conversely,
chp — oy

cicy — ey’

Y1 =

The fungtions  and 1)’ belor}g to states with perturbed energies E + E() and
E+ EW’ where EM and EM" are the two values of the correction (1) in Problem
1. On introducing the time factors we pass to the time-dependent wave functions:

oy = EPC/ME [cg exp <_;L E(l)t> et exp <_;L E(l)/t)]

c1chy — cjea

(at time ¢ = 0,¥; = 11). Finally, again expressing 1,1’ in terms of 1,19, we
obtain ¥, as a linear combination of v, and 2, with coefficients depending
on time. The squared modulus of the coefficient of 1o determines the required
transition probability ws;. Calculation with (1) and (2) from Problem 1 gives

V1o

W[l — cos(wM)].

w21:2

We see that the probability varies periodically with time, with frequency w().

3) Note that the condition for the quantities (1) and (2) to be small (and therefore
the condition for this method of perturbation theory to be applicable) again requires the
conditions (38.9) to be satisfied only for transitions between states belonging to different
energy levels. Transitions between states belonging to the same degenerate level are taken
into account exactly (in a certain sense) by the secular equation.
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For times ¢ which are small compared with the period in question, the expres-
sion in the braces, and therefore wsay, is proportional to t:

1
wal = ﬁ|V21|2t2;

This formula can be very simply obtained by the method given in the next section
(using equation (40.4)).

§ 40. Perturbations depending on time

Let us now go on to study perturbations depending explicitly on time.
We cannot speak in this case of corrections to the eigenvalues, since, when
the Hamiltonian is time-dependent (as will be the perturbed operator H =
ﬁg—l—‘A/(t)), the energy is not conserved, so that there are no stationary states.
The problem here consists in approximately calculating the wave functions
from those of the stationary states of the unperturbed system.

To do this, we shall apply a method analogous to the well-known method
of varying the constants to solve linear differential equations (P. A. M. Dirac
1926). Let \If,go) be the wave functions (including the time factor) of the
stationary states of the unperturbed system. Then an arbitrary solution of
the unperturbed wave equation can be written in the form of a sum ¥ =
> ak\If,(co) . We shall now seek the solution of the perturbed equation

ov ~ ~
in the form of a sum
T =>a(t)vy, (40.2)
k

where the expansion coefficients are functions of time. Substituting (40.2) in
(40.1), and recalling that the functions \I!,(CO) satisfy the equation

8\Il,(€0) =~ (0)
= HyV
ot 0%k

ih

we obtain q
. Z (0) 4k 72 o (0)
ih ~ \I’k E == . akV\I/k .

Multiplying both sides of this equation on the left by 79" and integrat-

ing, we have
da,,

ih— " = ; Voo () g, (40.3)
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where

EY — EY

mG (t) = /\Ilgr?)*‘/}qj/(c())dq - mGeiWMkt7 Wmk = h

are the matrix elements of the perturbation, including the time factor (and
it must be borne in mind that, when V depends explicitly on time, the
quantities V,,; also are functions of time).

As the unperturbed wave function we take the wave function of the nth
stationary state, for which the corresponding values of the coefficients in

(40.2) are a) = 1, aéo) = 0 for k£ # n. To find the first approximation, we

seek a; in the form a; = a,go) + a,(:) substituting a; = a,(go) on the right-hand

side of equation (40.3), which already contains the small quantities V;,;. This

gives

da,(;)
dt

In order to show the unperturbed function to which the correction is being
calculated, we introduce a second suffix in the coefficients ay, writing

ih

= Vin(t) (40.4)

Accordingly, we write the result of integrating equation (40.4) in the form

A = _%/an(t)dt = —%/aneiw’“"tdt- (40.5)

This determines the wave functions in the first approximation.
Let us now consider in more detail the important case of a perturbation
which is periodic with respect to time, of the form

V = Fe ' 4 G, (40.6)

where F and G are operators independent of time. Since V' is Hermitian, we
must have

ﬁefiwt 4 é\eiwt — ﬁ]“eiwt 4 @Tefiwt

whence G = Ft, i.e.

This relation shows that

Vin(t) = Vinent = Fippe!@kn =)t 4 F;kei(wk"+w)t~ (40.8)
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Substituting in (40.5) and integrating, we obtain the following expression
for the expansion coefficients of the wave functions:

) Fknei(wknfw)t B F]:nei(wkner)t

Dhn =~ h(win — w) h(wen +w)

(40.9)

These expressions are applicable if none of the denominators vanishes,?) i.e.
if for all k£ (and the given n)

EY — EO % +hu (40.10)

In a number of applications it is useful to have expressions for the matrix
elements of an arbitrary quantity f, defined with respect to the perturbed
wave functions. In the first approximation we have

Fam(t) = () + [ (D),
where

Fi() = /\Ifglo)*fA\Ilgg)dq = [ giwnmt,

F0 () = / (WO Fp®) 4 g0 Fp0)dg.

Substituting here U = Yok a,%)\lffco), with a,iln) determined by formula (40.9),
it is easy to obtain the required expression

e—lwt+

(0) (0)

p Wim — W) AWk + w)

n m

0) 0)
Wwim +w)  Mwi, — w)

em} . (40.11)

This formula is applicable if none of its terms becomes large, i.e. if none of
the frequencies wy,, Wi, is too close to w. For w = 0 we return to formula
(38.12).

In all the formulae given here, it is understood that there is only a discrete
spectrum of unperturbed energy levels. However, these formulae can be
immediately generalized to the case where there is also a continuous spectrum
(as before, we are concerned with the perturbation of states of the discrete
spectrum); this is done by simply adding to the sums over the levels of the

4) More precisely, if none is so small that the quantities a,(:?g are no longer small compared

with unity.
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discrete spectrum the corresponding integrals over the continuous spectrum.
Here it is necessary for the denominators wy, £ w in formulae (40.9), (40.11)
to be non-zero when the energy E,(go) takes all values, not only of the discrete
but also of the continuous spectrum. If, as usually happens, the continuous
spectrum lies above all the levels of the discrete spectrum, then, for instance
the condition (40.10) must be supplemented by the condition

£

O —BY > hw (40.12)
where Er(r?i)n is the energy of the lowest level of the continuous spectrum.

PROBLEM

1. Determine the change in the nth and mth solutions of Schrodinger’s equation
in the presence of a periodic perturbation (of the form (40.6)), of frequency such
that EVEY) = h(w + €), where ¢ is a small quantity.

SOLUTION. The method developed in the text is here inapplicable, since the

coefficient a%% in (40.9) becomes large. We start afresh from the exact equations

(40.3), with Vn(f,g given by (40.8). It is evident that the most important effect is due
to those terms, in the sums on the right-hand side of equations (40.3), in which
the time dependence is determined by the small frequency wy,, —w. Omitting all

other terms, we obtain a system of two equations:

ihdg—;n = Fpe@mn—wtq — F eltg, ih% =F . an.
We make the substitution
anet = b,
and obtain the equations
iy = Fombn, (b, — icby) = FF, am.
Eliminating a,,, we have
bp — iby, + (1/82)| Fyn|?by = 0.
We can take as two independent solutions of these equations
an = A, a,, = —A%ei”t (1)
mn
and
anp = Be™%2t g, = B?gie_ialt, (2)

where A and B are constants (which have to be determined from the normalization
condition), and we have used the notation

a1 =—¢€/24Q, ar=¢/24+Q, Q=+/e2/4+n?, 1= Fun/h
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Thus, under the action of the perturbation, the functions \117(10),\1/7(2) become

an U + am\lfgg), with a,, and a,, given by (1) and (2).
Let the system be in the state ¥ at the initial instant (t = 0). The state
of the system at subsequent instants is given by a linear combination of the two

functions which we have obtained, which becomes 52) for t = 0:

T = eet/2 (COS Qt — % sin Qt) o0 _ %e‘iat/? sin Q¢ - w0, (40.13)

The squared modulus of the coefficient of \IJE?’ is

——[1 — cos(202)] . (4)

This gives the probability of finding the system in the state \Ifﬁ?) at time t. We
see that it is a periodic function with frequency 2(2, and varies from 0 to |n|?/Q2.
For ¢ = O(exact resonance) the probability (4) becomes

(1/2) [1 = cos(2n[t)] .

It varies periodically between 0 and 1; in other words, the system makes periodic
transitions from the state \If,(g) to the state \1!,(10).

§ 41. Transitions under a perturbation acting for a
finite time

Let us suppose that the perturbation V() acts only during some finite
interval of time (or that V' (¢) diminishes sufficiently rapidly as t — £00). Let
the system be in the nth stationary state (of a discrete spectrum) before the
perturbation begins to act (or in the limit as ¢t - —o00). At any subsequent
instant the state of the system will be determined by the function

\IJ = Z akn\I]](CO)7
k

where, in the first approximation,

-t
1 .
Akn = agn) = __/ V;melwkntdta k 7é n,

h
e o (41.1)
annzl—i—a%:l—%/ Vondt;

the limits of integration in (40.5) are taken so that, as ¢ — —oo, all the
a,gln) tend to zero. After the perturbation has ceased to act (or in the limit
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t — 00), the coefficients ay, take constant values ax,(oc0), and the system is
in the state with wave function

QI = Z a,kn(OO)\I[](CO),
k

which again satisfies the unperturbed wave equation, but is different from the
original function o, According to the general rule, the squared modulus
of the coefficient ay,(c0) determines the probability for the system to have
an energy E,go), i.e. to be in the kth stationary state.

Thus, under the action of the perturbation, the system may pass from its
initial stationary state to any other. The probability of a transition from the

initial (ith) to the final (fth) stationary state is’)

+o0 )
/ Vfl elwfitdt

[e.9]

1 2

== (41.2)

Let us now consider a perturbation which, once having begun, continues
to act for an indefinite time (always, of course, remaining small). In other
words, V (t) tends to zero as t — co and to a finite non-zero limit as ¢ —
+o0. Formula (41.2) cannot be applied directly here, since the integral in it
diverges. This divergence, however, is physically unimportant and can easily
be removed. To do this, we integrate by parts:

: t iwgpt |t t iw gt
1 — Vfie fi anz ewr
api=—— | Vygewrtdt — HC ) 4 dt.

h hw fi

The value of the first term vanishes at the lower limit, while at the upper limit
it is formally identical with the expansion coefficients in formula (38.8); the
presence of an additional periodic factor e“si is merely due to the fact that
the ay; are the expansion coefficients of the complete wave function ¥, while
the cs; in §38 are the expansion coeflicients of the time-independent function
1. Hence it is clear that its limit as ¢ — oo gives simply the change in the
original wave function EO) under the action of the “constant” part V' (400) of
the perturbation, and consequently has no relation to transitions into other
states. The probability of a transition is given by the squared modulus of
the second term and is

—0o0

1 2

h%}?i

(41.3)

wfi

OV
? 1wf¢tdt
/ at

—00

°) For uniformity, the initial and final states will henceforward be denoted by i and
f when transition probabilities are discussed. The suffixes of these probabilities will be
written in the order fi, the same as for matrix elements.
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The derivation is also valid when the transition is from a state of the
discrete spectrum to a state of the continuous spectrum. The only difference
is that here we have the probability of the transition from a given (ith) state
to states in a range of values of v, (see the end of §38 from v to vy + dvy,
so that, for example, formula (41.2) must be written

+o0 )
/ Vfielwfitdt

[e.9]

2

dw;y = dvy. (41.4)

72

If the perturbation V(¢) varies little during time intervals of the order of
the period ~ 1/wy; the value of the integral in (41.2) or (41.3) will be very
small. In the limit when the applied perturbation varies arbitrarily slowly,
the probability of any transition with change of energy (i.e. with a non-zero
frequency 1/wy;) tends to zero. Thus, when the applied perturbation changes
sufficiently slowly (adiabatically), a system in any non-degenerate stationary
state will remain in that state (see also §53).

In the opposite limiting case of a very rapid, “instantaneous” application
of the perturbation, the derivatives 0V}; /0t become infinite at the “instant of
application”. In the integral of %ei“’f"t, we can take outside the integral the
comparatively slowly varying factor e“fi’ and use its value at this instant.

The integral is then found at once, and we obtain

Viil?

The transition probabilities in instantaneous perturbations can also be found
in cases where the perturbation is not small. Let the system be in a state
described by one of the eigenfunctions wzgo) of the original Hamiltonian fAIO.
If the change in the Hamiltonian occurs instantaneously (i.e. in a time short
compared with the periods 1/wy; of transitions from the given state ¢ to
other states), then the wave function of the system is “unable” to vary and
remains the same as before the perturbation. It will no longer, however,
be an eigenfunction of the new Hamiltonian H of the system, i.e. the state
wj(o) will not be a stationary state. The probabilities wy; for transitions of
the system into the new stationary states are determined, according to the
general rules of quantum mechanics, by the coefficients in the expansion of
the function z/JZ-(O) in terms of the eigenfunctions ¢y of the Hamiltonian H:

2

w; = ‘ / o Opidg

(41.6)
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We shall show how this general formula becomes (41.5) if the change in
the Hamiltonian V = H — Ho is small. We multiply the equations

Hw,” = B¢, B¢} = B

by ¢} and wi(o) respectively, integrate with respect to dq and subtract. Using
also the self-conjugacy of the operator H , we obtain

(B~ E) [ wjil%da= [ 000

If the perturbation Vs small, in the first approximation we can replace
E; by the adjoining unperturbed level E](co), and the wave function ¢y (on

the right-hand side of the equation) by the corresponding function wjfo). This

gives
0y — 1 (05,0
/wf% q —hwﬁ/% V7 dg,

and formula (41.6) becomes (41.5).

PROBLEMS

1. A uniform electric field is suddenly applied to a charged oscillator in the
ground state. Determine the probabilities of transitions of the oscillator to excited
states under the action of this perturbation.

SOLUTION. The potential energy of the oscillator in the uniform field (which
exerts a force F' on it) is

2 2
U(x) = mwa - Fx%(x — 20)? + const,
(where 2o = F/mw?), i.e. has still the pure oscillator form but with the

equilibrium position shifted. Hence the wave functions of the stationary states of
the perturbed oscillator are 1 (z — xo), where 1y (x) are the oscillator functions
(23.12); the initial wave function is 1g(z) (23.13). Using these functions and the
expression (23.11) for the Hermite polynomials, we find

+00 ( )k

+o0 k
1/,0 Vbpd = _16—53/2/ e_&od—e_52+2550d§,
- 2k ik o0 dg”

with the notation £ = xgy/mw/h. On integrating k times by parts, the integral
on the right becomes

& +o00 . 52
€o / exp(—¢&% + €&)d¢ = &5 v/mexp ZO

—00
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Thus the transition probability (41.6) is

K+ _ 52 F?2

N T
As a function of the number k it represents a Poisson distribution for which the
mean value of k is .

Perturbation theory is applicable when F' is small, so that k < 1. Then the
excitation probabilities are small, and decrease rapidly with increasing k. The
largest is wig ~ k.

In the opposite case of large F(k > 1), excitation of the oscillator occurs with
very high probability: the probability that the oscillator will remain in the normal
state is wgg = e .

2. The nucleus of an atom in the normal state receives an impulse which gives
it a velocity v; the duration 7 of the impulse is assumed short in comparison both
with the electron periods and with a/v, where a is the dimension of the atom.
Determine the probability of excitation of the atom under the influence of such a
“jolt” (A. B. Migdal 1939).

SOLUTION. We use a frame of reference K’ moving with the nucleus after
the impact. By virtue of the condition 7 < a/v, the nucleus may be regarded as
practically stationary during the impact, so that the coordinates of the electrons in
K' and in the original frame K immediately after the perturbation are the same.
The initial wave function in K’ is
mu

! 3 —_
Wb = 1o exp( lqza:m), q="

where 1y is the wave function of the normal state with the nucleus at rest, and
the summation in the exponent is over all Z electrons in the atom. The required
probability of transition to the kth excited state is now given, according to (41.6),
by

2

Wro =

(k| exp(~ig Y 7a)[0)

In particular, if ga < 1, then by expanding the exponential factor in the integrand
and noting that the integral of 1,19 is zero because the functions 1y and i, are

orthogonal, we obtain
<k q Z Ty 0>
a

3. Determine the total probability of excitation and ionization of an atom of
hydrogen which receives a sudden “jolt” (see Problem 2).

SOLUTION.

The required probability can be calculated as the difference

/ wge—iq"dv‘,

2

Wgo =

1—w00:1—
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where wq is the probability that the atom will remain in the ground state (¢p =
(ma®)~1/2e77/% being the wave function of the ground state of the hydrogen atom,
with a the Bohr radius) Calculation of the integral gives

1

l—wp=1— —"—"—.
N Vs

In the limiting case qa < 1 this probability tends to zero as ¢?a?, while for
qa > 1 it tends to unity as 1 — (2/qa)3.

4. Determine the probability that an electron will leave the K-shell of an atom
with large atomic number Z when the nucleus undergoes S-decay. The velocity of
the [S-particle is assumed large in comparison with that of the K-electron (A. B.
Migdal and E. L. Feinberg 1941).

SOLUTION.")

In the conditions stated the time taken by the S-particle to pass through the
K-shell is small compared with the period of revolution of the electron, so that the
change in the nuclear charge can be regarded as instantaneous. The perturbation is
here represented by the change V' = 1/r in the field of the nucleus when the change
in its charge is small (1 compared with Z). According to (41.5) the transition
probability for one of the two K-shell electrons with energy Eg = —Z2/2 (here
and below we use the fact that the state of the K-electrons is hydrogen-like; see
§74) to a state of the continuous spectrum with energy E = k?/2 in the range
dFE = kdk is

4| Vo |?
(k2 + Z2)2

In the range which determines the matrix element V{, the important part
is that of short distances (~ 1/Z) from the nucleus, in which the hydrogen-like
expression can again be used for the wave function of a state of the continuous
spectrum. The final state of the electron must have angular momentum [ = 0 (the
same as that of the initial state). By means of the functions Rjy, and Ryo (nor-
malized on the k/2m scale), derived in §36 and formula (f.3) in the Mathematical
Appendices we find”)

<1> 427tk (1+ik;/Z)iZ/k’(1 —ik:/Z)_iZ/k
0k

dw =2 dk

r ) T 1 _ e—2nZ/k 1+ k2/22
and, since
: t
(1 + i)/ = exp (_2arcana> 7
(6%

we obtain finally

dw = el £ (5 ka
YTz 1 k222 \ 7 ’

6) In Problems 4 and 5, atomic units are used.
) In the calculation it is convenient to use Coulomb units and then return to atomic
units in the final result.
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with

1 arctan a
fla) = T o=3w/a &P <_4a> .
The limiting values of the function f(a) are e™* for a < 1 and a/27 for a > 1.

The total probability of ionization of the K-shell is obtained by integration
of dw over all energies of the emergent electron. A numerical evaluation gives
w = 0.652"2.

5. Determine the probability of emergence of an electron from the K-shell of
an atom with large Z in a-decay of the nucleus. The velocity of the a-particle is
small compared with that of the K-electron, but the time which it takes to leave
the nucleus is small in comparison with the time of revolution of the electron (A.
B. Migdal 1941, J. S. Levinger 1953).

SOLUTION. After the emergence of the a-particle, the perturbation acting on
the electron is adiabatic The required effect is therefore determined essentially by
the interval of time close to the “instant of application” of the perturbation which
destroys the adiabaticity, when the a-particle, leaving the nucleus and moving
freely, is still at a distance small compared with the radius of the K-orbit. The
perturbation V' which causes the ionization of the atom is here represented by the
deviation of the combined field of the nucleus and the a-particle from the purely
Coulomb field Z/r. The dipole moment of two particles with atomic weights 4 and
A — 4, and charges 2 and Z — 2, at a distance vt apart (where v is the relative
velocity of the nucleus and the a-particle), is

20A-4)—(Z—-2)4 2(A—-22)

vt = vt.

A A

Hence the dipole term in the field of the nucleus and the a-particle is®)

20A-22) =z
V= 7( ) vt—,
A 73
where the z-axis is in the direction of the velocity v. The matrix element of this
perturbation reduces to that of z: taking the matrix element of the equation of
motion of the electron # = —Zz/r®, we obtain

(T%>Ok - = _ZEO)QZOk-

The required transition probability for one of the two electrons in the K-shell
is, by (41.2),

8(A —27)%v?

2
dk = A272

dw =2

o : dk
/ ‘/Okel(EofE)tdt |20k‘|27
0 27

8) If the difference A — 2Z is small, it may be necessary to take account of the next
(quadrupole) term also.
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to calculate the integral, we include in the integrand an additional damping factor
e ™M with A > 0, and then make A\ — 0 in the result. To calculate the matrix
element of z = rcosf, we note that, since the orbital angular momentum in the
initial state is [ = 0, cos § has a non-zero matrix element only for the transition to
a state with [ = 1, and

1
|(cos 9)01|2 =3

and

1
|20k |* = =|rok]*.
3

Calculating rg; by means of the radial functions Ry and Ry, we find

21(A - 22)%? k
dw= 760 1 12725 <Z> hdk

the function f being as in Problem 4.

§ 42. Transitions under the action of a periodic
perturbation

The results are different for the probability of transitions to the states of
the continuous spectrum under the action of a periodic perturbation. Let us
suppose that, at some initial instant ¢ = 0, the system is in the ith stationary
state of the discrete spectrum. We shall assume that the frequency w of the
periodic perturbation is such that

hw > By — B —i© (42.1)

where E,;, is the value of the energy where the continuous spectrum begins.

It is evident from the results of §40 that the chief part will be played by
states of the continuous spectrum with energies E; very close to the resonance
energy EZ-(O) + hw, i.e. those for which the difference wy; — w is small. For
this reason it is sufficient to consider, in the matrix elements (40.8) of the
perturbation, only the first term (with the frequency wy; — w close to zero).
Substituting this term in (40.5) and integrating, we obtain

exp [i(wp; —w)t] — 1

.t
as = —% /0 Vi(t)dt = —Fy; (42.2)

Awpi — w)

The lower limit of integration is chosen so that a; = 0 for ¢ = 0, in accordance
with the initial condition imposed.
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Hence we find for the squared modulus of ay;

. We; —wW
4 sin? =t

R (wpi — w)*

|ag|? = |Fpil? (42.3)

It is easy to see that, for large ¢, this function can be regarded as proportional
to t. To show this, we notice that

sin? ot

= 0(a) (42.4)

im

t—oo T2
For when a « # 0 this limit is zero, while for & = 0 we have % =1, so
that the limit is infinite; finally, integrating over a from —oo to +o00, we have
(with the substitution at = &)

400 .2 400 L:1.,2
t 1
:/ smada:%/ Smgdf:l.

Thus the function on the left-hand side of equation (42.4) in fact satisfies all
the conditions which define the delta function. Accordingly, we can write for

large t
1 W —w
o = gl ()

or, substituting hwy = Ey — EZ-(O) and using the fact that 0(ax) = 6(x)/a:

1
T

2
g2 = %‘\Fﬁﬁa (Ef o m) t,

The expression |a;|*dv; is the probability of a transition from the original
state to one in the interval dvy. We see that, for large ¢, it is proportional to
the time interval elapsed since t = 0. The probability dwy; of the transition
per unit time is”)

27
duy; = |yl (By = EY = hw) dvy. (42.5)
As we should expect, it is zero except for transitions to states with energy

E; = EZ.(O) + hw. If the energy levels of the continuous spectrum are not
degenerate, so that v; can be taken as the value of the energy alone, then

9) It is easy to verify that, on taking account of the second term in (40.8), which we
have omitted, additional expressions are obtained which, on being divided by ¢, tend to
zero as t — +oo0.
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the whole “interval” of states dvy reduces to a single state with energy £ =
Ei(o) + hw, and the probability of a transition to this state is

27
Wg = f‘FEzF (42.6)

There is another method of deriving formula (42.5) that is methodolog-
ically instructive, in which the periodic perturbation is assumed not to be
applied at a time £ = 0 but to increase slowly from ¢t = —oo by an exponen-
tial law eM with a positive constant A which is then made to tend to zero
(adiabatic switch-on). The initial condition ay; = 0 is accordingly applied at
t = —oo. The matrix element of the perturbation now has the form

sz — Ffiei(wfi_w)t+>\t,

and (42.2) becomes

i [t exp [i(wp — w)t + At
as = _ﬁ/ Vi(t)dt — Fy, h(wff_ sV (42.7)
Hence -
1 e
12 = | F,.|? ]
|af2| h2| fl| (wﬁ_w)2+/\2

The transition probability per unit time is given by the derivative
d
sl = 2\agl”

There is a formula

) A
e~ O (42.8)

valid in the same sense as (42.4); with this we find, taking the limit A — 0:

d 27T
@CLM2 — §|Ffz'|25(wﬂ —w),

and thus return to (42.5).

§ 43. Transitions in the continuous spectrum

One of the most important applications of perturbation theory is to cal-
culate the probability of a transition in the continuous spectrum under the
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action of a constant (time-independent) perturbation. We have already men-
tioned that the states of the continuous spectrum are almost always degen-
erate. Having chosen in some manner the set of unperturbed wave functions
corresponding to some given energy level, we can put the problem as fol-
lows. It is known that, at the initial instant, the system is in one of these
states; it is required to determine the probability of the transition to another
state with the same energy. For transitions from the initial state i to states
between vy and vy + dvy we have at once from (42.5) (putting w = 0 and
changing the notation)

2
dwy; = %vﬁﬁa (Ej — E)dvy. (43.1)

This expression is, as we should expect, zero except for £y = FE;: under
the action of a constant perturbation, transitions occur only between states
with the same energy. It must be noticed that, for transitions from states
of the continuous spectrum, the quantity dwy; cannot be regarded directly
as the transition probability; it is not even of the right dimensions (1/time).
Formula (43.1) represents the number of transitions per unit time, and its
dimensions depend on the chosen method of normalization of the wave func-
tions of the continuous spectrum.'?)

Let us calculate the perturbed wave function, which before the action
of the perturbation is the same as the original unperturbed function 1&1@).
Using the method given at the end of §42, we can regard the perturbation
as being adiabatically applied according to eM with A — 0. From (42.7),
putting w = 0 and changing the notation, we have

exp {+(Ey — E;)t + At}
E; — E; +iA '

ay; = Vyi (43.2)

The perturbed wave function is
v, =0 + / ) dvy,

where the integration is extended over the whole of the continuous spec-
trum.'') Substitution of (43.2) gives

dv i
v, = (©) /Vi O___—2f ——FEit]. 43.3

The phenomena comprised within the theory here discussed include, for example,
various types of collision; the system in its initial and final states is a set of free particles
and the perturbation is the interaction between them. With appropriate normalization of
the wave functions, (43.1) may then be the collision cross-section (see §126).

1) If there is also a discrete spectrum, then we must add to the integral in this formula
(and subsequent ones) the appropriate sum over the states of the discrete spectrum.

10)
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In the limit as A — 0, the factor e* becomes unity. The term +i0, denoting
the limit of i\ as A tends to zero from positive values, determines the manner
of integration with respect to the variable E; (dEy occurs as a factor in dvy
together with the differentials of other quantities which describe the states
of the continuous spectrum). Without the term i), the integrand in (43.3)
would have a pole at E; = Ej;, near which the integral would diverge. The
term i\ moves this pole into the upper half-plane of the complex variable Fy.
After the limit A — 0 is taken, the pole returns to the real axis, but we know
that the path of integration must pass beneath it:

L
- _/ S B
The time factor in (43.3) shows that this function belongs, as it should,

to the same energy F; as the original unperturbed function. In other words,
the function

(43.4)

(0) Vii (0)
, \ 43.
v = + / [ iwa dvy (43.5)

satisfies Schrodinger’s equation
(Ho+ V) = By

It is therefore natural that the expression obtained should correspond exactly
to (38.8).12)

The calculations given above correspond to the first approximation of
perturbation theory. It is not difficult to calculate the second approximation
as well. To do this, we must derive the formula for the next approximation
to W;; this is easily effected by using the method of §38 (now that we know
the method of dealing with the “divergent” integrals). A simple calculation
gives the formula

0) .
Vi Vii ¥y dvy i

\Pi: (0) / 4 / fv v d / ——Ezt .
{‘Z’l LA R B omeys s oy s o

Comparing this expression with formula (43.3), we can write down the
corresponding formula for the probability (or, more precisely, the number)
of transitions, by direct analogy with (43.1):

21 Vf,,‘/m‘
dwy = — |Vy T
wi h’er/Ei—El,JrlO

2
('S(E’Z — Ef)de. (436)

12) With this formula, the way in which the integral is to be taken can be found from
the condition that the asymptotic expression for ¢; at large distances should contain only

an outgoing (and not an ingoing) wave (see §136).
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It may happen that the matrix element V}; for the transition consid-
ered vanishes. The effect is then zero in the first approximation, and (43.6)
21

becomes
/ Vfuvm LSRN
h E,—F,

In applications of this formula, the point £, = F; is not usually a pole of the
integrand; the manner of integrating with respect to E, is then unimportant,
and the integral can be taken along the real axis.

The states v for which V}, and V,; are not zero are usually called inter-
mediate states for the transition ¢ — f. Intuitively, we may say that this
transition takes place as if in two steps i — v and v — f (but such a de-
scription must not be taken literally, of course). It may happen that the
transition ¢ — f can take place not through one but only through several
successive intermediate states. Formula (43.7) can be at once generalized to
such cases. For example, if two intermediate states are needed, we have

21 Vf,,/ VV/,,VW' ’ 2
Ey— E; . 43.
- /(Ez —F)(F, = EV)dI/dV By ;) dvg (43.8)

Lastly, to clarify the mathematical significance of the integrals taken
along a path of the form (43.4) we shall prove the formula

f(z .
AL 10 _ P/ nif(a). (43.9)

where the integration is along a segment of the real axis including the point
x = a. If we pass round the pole x = a along a semicircle of radius p, we
find that the whole integral is equal to the sum of the integrals along the
real axis from the lower limit to a — p and from a + p to the upper limit,
together with it times the residue of the integrand at the pole. In the limit
p — 0, the integrals along the real axis make the integral along the complete
segment, taken as a principal value (denoted by P), and the result is (43.9),
which may also be symbolically written

1 1 .
p— :Px_a—l—mé(x—a), (43.10)

2

5(Ef - Ei)de, (437)

dw fi =

dwfl =

P here denotes the taking of the principal value when integrating the function

f(@)/(x = a).

§ 44. The uncertainty relation for energy

Let us consider a system composed of two weakly interacting parts. We
suppose that it is known that at some instant these parts have definite values
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of the energy, which we denote by E and ¢ respectively. Let the energy be
measured again after some time interval At; the values E’, ¢’ obtained are in
general different from E, . It is easy to determine the order of magnitude
of the most probable value of the difference E' + ¢’ — E — ¢ which is found
as a result of the measurement.

According to formula (42.3) with w = 0, the probability of a transition
of the system (after time ¢), under the action of a time-independent pertur-
bation, from a state with energy E to one with energy E’ is proportional

v F —F
in? t E — E)2.
(Sl 2h ) /( )

Hence we see that the most probable value of the difference E' — E is of the
order of h/t.

Applying this result to the case we are considering (the perturbation being
the interaction between the parts of the system), we obtain the relation

|E. — E' — &|At ~ . (44.1)

Thus the smaller the time interval At, the greater the energy change that
is observed. It is important to notice that its order of magnitude h/At is
independent of the amount of the perturbation. The energy change deter-
mined by the relation (44.1) will be observed, however weak the interaction
between the two parts of the system. This result is peculiar to quantum
theory and has a deep physical significance. It shows that, in quantum me-
chanics, the law of conservation of energy can be verified by means of two
measurements only to an accuracy of the order of i/ At, where At is the time
interval between the measurements.

The relation (44.1) is often called the uncertainty relation for energy.
However, it must be emphasized that its significance is entirely different
from that of the uncertainty relation ApAx ~ h for the coordinate and
momentum. In the latter, Ap and Az are the uncertainties in the values
of the momentum and coordinate at the same instant; they show that these
two quantities can never have entirely definite values simultaneously. The
energies I, €, on the other hand, can be measured to any degree of accuracy
at any instant. The quantity (E +¢) — (E' +¢’) in (44.1) is the difference
between two exactly measured values of the energy E + ¢ at two different
instants, and not the uncertainty in the value of the energy at a given instant.

If we regard E as the energy of some system and ¢ as that of a “measuring
apparatus”, we can say that the energy of interaction between them can be
taken into account only to within A/At. Let us denote by AFE, Ae, ... the
errors in the measurements of the corresponding quantities. In the favourable
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case when ¢, &’ are known exactly (Ae = A’ = 0), we have

h
/
A(E—FE') ~ AL (44.2)

From this relation we can derive important consequences concerning the
measurement of momentum. The process of measuring the momentum of a
particle (for definiteness, we shall speak of an electron) consists in a collision
of the electron with some other (“measuring”) particle, whose momenta be-
fore and after the collision can be regarded as known exactly.'®) If we apply
to this collision the law of conservation of momentum, we obtain three equa-
tions (the three components of a single vector equation) in six unknowns (the
components of the momentum of the electron before and after the collision).
The number of equations can be increased by bringing about a series of fur-
ther collisions between the electron and “measuring” particles, and applying
to each collision the law of conservation of momentum. This, however, in-
creases the number of unknowns also (the momenta of the electron between
collisions), and it is easy to see that, whatever the number of collisions, the
number of unknowns will always be three more than the number of equations.
Hence, in order to measure the momentum of the electron, it is necessary to
bring in the law of conservation of energy at each collision, as well as that of
momentum. The former, however, can be applied, as we have seen, only to
an accuracy of the order of h/At, where At is the time between the beginning
and end of the process in question.

To simplify the subsequent discussion, it is convenient to consider an
imaginary idealized experiment in which the “measuring particle” is a per-
fectly reflecting plane mirror; only one momentum component is then of
importance, namely that perpendicular to the plane of the mirror. To deter-
mine the momentum P of the particle, the laws of conservation of momentum
and energy give the equations

pP+P —p—P =0, (44.3)
]€’+E'—5—E\~£ (44.4)
At

where P, E' are the momentum and energy of the particle, and p, e those of
the mirror; the unprimed and primed quantities refer to the instants before
and after the collision respectively. The quantities p,p’, e, &’ relating to the
“measuring particle” can be regarded as known exactly, i.e. the errors in

13) In the present analysis it is of no importance how the energy of the “measuring”

particle is ascertained.
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them are zero. Then we have for the errors in the remaining quantities, from
the above equations:

AP =AP', |AE — AE|~ i
At
But
AE = (0E/OP)AP = vAP,

where v is the velocity of the electron (before the collision), and similarly
AE =V AP =V AP.

Hence we obtain 5
We have here added the suffix x to the velocity and momentum, in order to
emphasize that this relation holds for each of their components separately.

This is the required relation. It shows that the measurement of the mo-
mentum of the electron (with a given degree of accuracy AP) necessarily
involves a change in its velocity (i.e. in the momentum itself). This change
becomes greater as the duration of the measuring process becomes shorter.
The change in velocity can be made arbitrarily small only as At — oo, but
measurements of momentum occupying a long time can be significant only for
a free particle. The non-repeatability of a measurement of momentum after
short intervals of time, and the “two-faced” nature of measurement in quan-
tum mechanics—the necessity of a distinction between the measured value
of a quantity and the value resulting from the process of measurement—are
here exhibited with particular clarity.'*)

The conclusion reached at the beginning of this section, which was based
on perturbation theory, can also be derived from another standpoint by con-
sidering the decay of a system under the action of some perturbation. Let
Eqy be some energy level of the system, calculated without any allowance for
the possibility of its decay. We denote by 7 the li fetime of this state of the
system, i.e. the reciprocal of the probability of decay per unit time. Then
we find by the same method that

\Eo— E —¢| ~ I/t (44.6)

where F/, e are the energies of the two parts into which the system decays.
The sum E + ¢, however, gives us an estimate of the energy of the system

14) The relation (44.5) and the elucidation of the physical significance of the uncertainty
relation for energy are due to N. Bohr (1928).
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before it decays. Hence the above relation shows that the energy of a system,
in some “quasi-stationary” state, which is free to decay can be determined
only to within a quantity of the order of A/7. This quantity is usually called
the width T of the level. Thus

T~ h/7 (44.7)

§ 45. Potential energy as a perturbation

The case where the total potential energy of the particle in an external
field can be regarded as a perturbation merits special consideration. The
unperturbed Schrodinger’s equation is then the equation of free motion of
the particle:

AYO 4 k2 =0 k= == (45.1)

and has solutions which represent plane waves. The energy spectrum of
free motion is continuous, so that we are concerned with an unusual case of
perturbation theory in a continuous spectrum. The solution of the problem is
here more conveniently obtained directly, without having recourse to general
formulae.

The equation for the correction ") to the wave function in the first
approximation is

2mU
AW 4 2 = = P (45.2)
where U is the potential energy. The solution of this equation, as we know
from electrodynamics, can be written in the form of retarded potentials, i.e.

in the form'’)

dv’

r

m
27th?

0 = — , (45.3)

/w(O)U@Z‘/, y/’ Z/)eikr
where
AV’ = da'dy'ds’, r*=(z -2+ (y—9)* +(z—2)2

Let us find what conditions must be satisfied by the field U in order
that it may be regarded as a perturbation. The condition of applicability
of perturbation theory is contained in the requirement that ¥ < ¢,
Let a be the order of magnitude of the dimensions of the region of space

15) This is a particular integral of equation (45.2), to which we may add any solution of

the same equation with zero on the right-hand side, i.e. the unperturbed equation (45.1).
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in which the field is noticeably different from zero. We shall first suppose
that the energy of the particle is so small that ka is at most of the order of
unity. Then the factor €*" in the integrand of (45.3) is unimportant in an
order-of-magnitude estimate, and the integral is of the order of ¥(?|U|a?, so
that

O~ (ma®|U|R? )@

and we have the condition

h2
U] < o (for ka <1). (45.4)

We notice that the expression on the right has a simple physical meaning;
it is the order of magnitude of the kinetic energy which the particle would
have if enclosed in a volume of linear dimensions a (since, by the uncertainty
relation, its momentum would be of the order of i/a).

Let us consider, in particular, a potential well so shallow that the con-
dition (45.4) holds for it. It is easy to see that in such a well there are no
negative energy levels (R. Peierls 1929); this has been shown, for the partic-
ular case of a spherically symmetric well, in §33, Problem, For, when E = 0,
the unperturbed wave function reduces to a constant, which can be arbitrar-
ily taken as unity: ¥ = 1. Since v <« ¥ it is clear that the wave
function ¢ = 1 + ¢ for motion in the well nowhere vanishes; the eigen-
function, being without nodes, belongs to the normal state, so that £ = 0
remains the least possible value of the energy of the particle. Thus, if the well
is sufficiently shallow, only an infinite motion of the particle is possible: the
particle cannot be “captured” by the well. Note that this result is peculiar to
quantum theory; in classical mechanics a particle can execute a finite motion
in any potential well.

It must be emphasized that all that has been said refers only to a three-
dimensional well. In a one- or two-dimensional well (i.e. one in which the
field is a function of only one or two coordinates), there are always negative
energy levels (see the Problems at the end of this section). This is related to
the fact that, in the one- and two-dimensional cases, the perturbation theory

under consideration is inapplicable for an energy E which is zero (or very
small).'%)

16)

In the two-dimensional case (1) is expressed (as is known from the theory of the
two-dimensional wave equation) as an integral similar to (45.3), in which, instead of
ei#da:’dy’dz’ we have inHél)(k:r)dx’dy’, where Hél) is the Hankel function and r =
V(z —2)2+ (y—y)2. As k — 0, the Hankel function, and therefore the whole integral,
tend logarithmically to infinity.

i

Similarly, in the one-dimensional case, we have, in the integrand, 2mi< ,:T dx’, where
r = |z —a'|, and as k — 0 ¢ tends to infinity as 1/k.
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For large energies, when ka > 1, the factor e*” in the integrand plays an

important part, and markedly reduces the value of the integral. The solution
(45.3) in this case can be transformed; the alternative form, however, is more
conveniently derived by returning to equation (45.2). We take as z-axis the
direction of the unperturbed motion; the unperturbed wave function then
has the form ¥(® = e** (the constant factor is arbitrarily taken as unity).
Let us seek a solution of the equation

_2m

h2 Ueik:v

A 4 g2
in the form (V) = e** f: in view of the assumed large value of k, it is sufficient
to retain in A" only those terms in which the factor % is differentiated
one or more times. We then obtain for f the equation

af 2mU
21k— =
lkﬁa: h?
whence _
1) _ ke M ik
S = ~325® /de. (45.5)

An estimation of this integral gives [1)™")| ~ m|U|a/h?k, so that the con-
dition of applicability of perturbation theory in this case is

K2 h
U] < ——ha = 7” ka > 1. (45.6)

where v = kh/m is the velocity of the particle. It is to be observed that
this condition is weaker than (45.4). Hence, if the field can be regarded as a
perturbation at small energies of the particle, it can always be so regarded
at large energies, whereas the converse is not necessarily true.'”)

The applicability of the perturbation theory developed here to a Coulomb
field requires special consideration. In a field where U = «//r, it is impossible
to separate a finite region of space outside which U is considerably less than
inside it. The required condition can be obtained by writing in (45.6) a
variable distance r instead of the parameter a; this leads to the inequality

«
— <1 45.7
o < (45.7)

I7) In the one-dimensional case the condition for perturbation theory to be applicable
is given by the inequality (45.6) for all ka. The derivation of the condition (45.4) given
above for the three-dimensional case is not valid in the one-dimensional case, owing to the

divergence of the resulting function ¢)(*) (see the preceding footnote).
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Thus, for large energies of the particle, a Coulomb field can be regarded as
a perturbation.'®)

Finally, we shall derive a formula which approximately determines the
wave function of a particle whose energy E everywhere considerably exceeds
the potential energy U (no other conditions being imposed). In the first
approximation, the wave function depends on the coordinates in the same
way as for free motion (whose direction is taken as the z-axis). Accordingly,
let us look for v in the form 1 = e**F, where F is a function of the co-
ordinates which varies slowly in comparison with the factor e** (but we
cannot in general say that it is close to unity). Substituting in Schrodinger’s
equation, we obtain for F' the equation

L OF  2m
whence .
Y = " F = const - e exp <—hL / de) : (45.9)
v

This is the required expression. It should, however, be borne in mind
that this formula is not valid at large distances. In equation (45.8) a term
AF has been omitted which contains second derivatives of F'. The derivative
0*F/0x*, together with the first derivative OF/0z, tends to zero at large
distances, but the derivatives with respect to the transverse coordinates y
and z do not tend to zero, and can be neglected only if x < ka?.

PROBLEMS

1. Determine the energy level in a one-dimensional potential well whose depth
is small. It is assumed that the condition (45.4) is satisfied.

SOLUTION. We make the hypothesis, which will be confirmed by the result,
that the energy level |E| < |U|. Then, on the right-hand side of Schrédinger’s
equation )

= W - By
we can neglect E in the region of the well, and regard i as a constant, which
without loss of generality can be taken as unity:
dy _ 2m
de? R
We integrate this equation with respect to & between two points +x; such that
a < 1 < 1/, where a is the width of the well and s» = /2m|E|/h. Since the

18) It must be borne in mind that the integral (45.5) with a field U = «/r diverges
(logarithmically) when z/1/y? + 22 is large. Hence the wave function in a Coulomb field,
obtained by means of perturbation theory, is inapplicable within a narrow cone about the
z-axis.
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integral of U(x) converges, the integration on the right can be extended to the
whole range from —oo to 400:

dy
dx

1 “+00

_2m

—x1

At large distances from the well, the wave function is of the form 1) = e***.

Substituting this in (1), we find
400
-2 = — Udx

—00

m oo 2

We see that, in accordance with the hypothesis, the energy of the level is a small
quantity of a higher order (the second) than the depth of the well.

2. Determine the energy level in a two-dimensional potential well U(r) (where
r is the polar coordinate in the plane) of small depth; it is assumed that the integral
Jo~ rUdr converges.

SOLUTION. Proceeding as in the previous problem, we have in the region of
the well the equation

or

1d /dyy _ 2m,,
rdr \'dr) k2
Integrating this with respect to r from 0 to r; (where a < r1 < 1/), we find
dep 2m [
— = — U(r)dr. 1
dr r=r1 hQTl 0 " (r) " ( )

At large distances from the well, the equation of free motion in two dimensions is

1d dep 2m

—— (r— —FE¢ =0

rdr (TdT> + h? v

and has a solution (vanishing at infinity) ¢ = const - H(()l)(i%r); for small values of
the argument, the leading term in this function is proportional to log s¢r. Bearing
this in mind, we equate the logarithmic derivatives of ¢ for r ~ a inside the well
(the right-hand side of (1) and outside it, obtaining

o0

U(r)rdr,

1

We see that the energy of the level is exponentially small compared with the depth
of the well.

_ ot 2m
alogsa ~ h2a J,

h o
/ Urdr
m |Jo

ﬁ2 2
|E| ~ mexp [—

whence
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CHAPTER VIII

SPIN

§ 54. Spin

IN BOTH classical and quantum mechanics, the law of conservation of
angular momentum is a consequence of the isotropy of space with respect to
a closed system. This already demonstrates the relation between the angular
momentum and the symmetry properties under rotation. In quantum me-
chanics, however, the relation in question is a particularly far-reaching one,
and essentially constitutes the basic content of the concept of angular mo-
mentum, especially as the classical definition of the angular momentum of a
particle as the product 7 x p has no direct significance in quantum mechan-
ics, owing to the fact that position and momentum cannot be simultaneously
measured.

We have seen in §28 that, if the values of [ and m are specified, the
angular dependence of the wave function of the particle is determined, and
therefore so are all its symmetry properties under rotation. The most general
formulation of these properties involves specifying the transformation of the
wave functions when the coordinate system is rotated.

The wave function ¥, of a system of particles (with specified values of
the angular momentum L and its component M) remains unchanged') only
in a rotation of the coordinate system about the z-axis. Any rotation that
alters the direction of this axis has the result that the z-component of the
angular momentum does not have a definite value. This means that, in the
new coordinates, the wave function in general becomes a superposition (a
linear combination) of 2L + 1 functions corresponding to the different pos-
sible values of M for the given L. We can say that the 2L 4+ 1 functions
Y are transformed into linear combinations of one another when the co-
ordinate system is rotated.?) The law governing this transformation (i.e.

1) Apart from an unimportant phase factor.
2) In mathematical terms, these functions are the irreducible representations of the
rotation group. The number of functions which are transformed into linear combinations
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the coefficients in the superposition as functions of the angles of rotation
of the coordinate axes) is entirely determined by specifying the value of L.
Thus the angular momentum acquires the significance of a quantum number
which classifies the states of the system according to their transformation
properties under rotation of the coordinate system. This aspect of the con-
cept of angular momentum in quantum mechanics is particularly important
because it is not directly related to the explicit angular dependence of the
wave functions; the law of mutual transformation of these functions can be
stated without reference to that dependence.

Let us consider a composite particle, such as an atomic nucleus, which is
at rest as a whole and is in a definite internal state. In addition to an internal
energy, it has also an angular momentum of definite magnitude L, due to the
motion of the particles within the nucleus. This angular momentum can have
2L + 1 different orientations in space. Thus, in considering the movement of
a complex particle as a whole, we must assign to it, as well as its coordinates,
another discrete variable: the projection of its internal angular momentum
on some chosen direction in space.

However, with the preceding understanding of the concept of angular
momentum, the origin of it becomes unimportant, and we naturally arrive
at the concept of an “intrinsic” angular momentum which must be ascribed
to the particle regardless of whether it is “composite” or “elementary”.

Thus, in quantum mechanics an elementary particle must be assigned a
certain “intrinsic” angular momentum unconnected with its motion in space.
This property of elementary particles is peculiar to quantum theory (it dis-
appears in the limit & — 0), and therefore has in principle no classical inter-
pretation.”)

The intrinsic angular momentum of a particle is called its spin, as distinct
from the angular momentum due to the motion of the particle in space, called
the orbital angular momentum.®) The particle concerned may be either
elementary, or composite but behaving in some respect as an elementary
particle (e.g. an atomic nucleus). The spin of a particle (measured, like the
orbital angular momentum, in units of /) will be denoted by s.

For particles having spin, the description of the state by means of the wave
function must determine the probability not only of its different positions in

of one another is called the dimension of the representation; it is assumed that this number
cannot be made smaller by taking any other linear combinations of these functions.
3) In particular, it would be wholly meaningless to imagine the “intrinsic” angular mo-
mentum of an elementary particle as being the result of its rotation “about its own axis”.
4) The physical idea that an electron has an intrinsic angular momentum was put for-
ward by G. Uhlenbeck and S. Goudsmit in 1925. Spin was introduced into quantum
mechanics in 1927 by W. Pauli.
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space but also of the possible orientations of the spin. Thus the wave function
must depend not only on three continuous variables, the coordinates of the
particle, but also on a discrete spin variable, which gives the value of the
projection of the spin on a selected direction in space (the z-axis) and takes
a limited number of discrete values, which we shall denote by o.

Let ¥ (z,y, z;0) be such a wave function. It is essentially a set of several
different functions of the coordinates, corresponding to different values of o;
these functions will be called the spin components of the wave function. The
integral

/ (e, g, 7 0)2dV

determines the probability that the particle has a certain value of . The
probability that the particle is in the volume element dV with any value of
o 1s

AV Y (e, y, z0))"

The quantum-mechanical spin operator, on being applied to the wave
function, acts on the spin variable ¢. In other words, it in some way lin-
early transforms the components of the wave function into one another. The
form of this operator will be established later. However, it is easy to see
from very general considerations that the operators s,,5,, s, satisfy the same
commutation conditions as the operators of the orbital angular momentum.

The angular momentum operator is essentially the same as that of an
infinitely small rotation. In deriving, in §26, the expression for the orbital
angular momentum operator, we considered the result of applying the rota-
tion operator to a function of the coordinates. In the case of the spin, this
derivation becomes invalid, since the spin operator acts on the spin variable,
and not on the coordinates. Hence, to obtain the required commutation re-
lations, we must consider the operation of an infinitely small rotation in a
general form, as a rotation of the system of coordinates. If we successively
perform infinitely small rotations about the x-axis and the y-axis, and then
about the same axes in the reverse order, it is easy to see by direct calculation
that the difference between the results of these two operations is equivalent
to an infinitely small rotation about the z-axis (through an angle equal to
the product of the angles of rotation about the z and y-axes). We shall not
pause here to carry out these simple calculations, as a result of which we
again obtain the usual commutation relations between the operators of the
components of angular momentum; these must therefore hold for the spin
operators also:

{5,,5.} =15, {5.,5.}=1s,, {55} =15, (54.1)
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together with all the physical consequences resulting from them.

The commutation relations (54.1) enable us to determine the possible
values of the absolute magnitude and components of the spin. All the results
derived in §27 (formulae (27.7)—(27.9)) were based only on the commutation
relations, and hence are fully applicable here also; we need only replace L
in these formulae by s. It follows from formula (27.7) that the eigenvalues
of the component of the spin form a sequence of numbers differing by unity.
However, we cannot now assert that these values must be integral, as we
could for the component L, of the orbital angular momentum (the deriva-
tion given at the beginning of §27 is invalid here, since it was based on the
expression (26.14) for the operator [, which holds only for the orbital angular
momentum).

Moreover, we find that the sequence of eigenvalues s, is limited above
and below by values equal in absolute magnitude and opposite in sign, which
we denote by +s. The difference 2s between the greatest and least val-
ues of s, must be an integer or zero. Consequently s can take the values
0,1/2,1,3/2,...

Thus the eigenvalues of the square of the spin are

s?=s(s+1) (54.2)

where s can be either an integer (including zero) or half an integer. For given
s, the component s, of the spin can take the values s,s—1,...,—s,i.e. 2s+1
values in all. Accordingly, the wave function of a particle with spin s has
25 + 1 components.”)

Experiment shows that the majority of the elementary particles (elec-
trons, positrons, protons, neutrons, p-mesons and all hyperons (A, ¥, 2))
have a spin of 1/2. There are also elementary particles, the 7-mesons and
the K-mesons, whose spin is zero.

The total angular momentum of a particle is composed of its orbital
angular momentum ! and its spin s. Their operators act on functions of
different variables, and therefore, of course, commute. The eigenvalues of
the total angular momentum

j=l+s (54.3)

are determined by the same “vector model” rule as the sum of the orbital
angular momenta of two different particles (§31). That is, for given values of [

®) Since s is fixed for each kind of particle, the spin angular momentum #As becomes
zero in the limit of classical mechanics (A — 0). This consideration does not apply to
the orbital angular momentum, since [ can take any value. The transition to classical
mechanics is represented by A tending to zero and [ simultaneously tending to infinity, in
such a way that the product Al remains finite.



Chap. VIII SPIN 165

and s, the total angular momentum can take the values [+s,l+s—1,...,|ls|.
Thus, for an electron (spin 1/2) with non-zero orbital angular momentum [,
the total angular momentum can be j = [ £ 1/2; for [ = 0 the angular
momentum j has, of course, only the one value j = 1/2.

The operator of the total angular momentum J of a system of particles
is equal to the sum of the operators of the angular momentum j of each
particle, so that its values are again determined by the vector model rules.
The angular momentum J can be put in the form

J=L+S, L=)1l, S=) s, (54.4)

where S may be called the total spin and L the total orbital angular mo-
mentum of the system. We notice that, if the total spin of the system is
half-integral (or integral), the same is true of the total angular momentum,
since the orbital angular momentum is always integral. In particular, if the
system consists of an even number of similar particles, its total spin is always
integral, and therefore so is the total angular momentum.

The operators of the total angular momentum j of a particle (or J, of a
system of particles) satisfy the same commutation rules as the operators of
the orbital angular momentum or the spin, since these rules are general com-
mutation rules holding for any angular momentum. The formulae (27.13)
for the matrix elements of angular momentum, which follow from the com-
mutation rules, are also valid for any angular momentum, provided that the
matrix elements are defined with respect to the eigenstates of this angular
momentum. Formulae (29.7)—(29.10) for the matrix elements of arbitrary
vector quantities also remain valid (with appropriate change of notation).

PROBLEMS

A particle with spin 1/2 is in a state with a definite value s, = 1/2. Determine
the probabilities of the possible values of the component of the spin along an axis
2" at an angle 0 to the z-axis.

SOLUTION. The mean spin vector s is evidently along the z-axis and has mag-
nitude 1/2. Taking the component along the z’-axis, we find that the mean value
of the spin in that direction is 5,7 = (1/2) cos§. We also have 57 = (1/2)(w4+w_)
where wy are the probabilities of the values s,» = +1/2. Since wy +w_ =1, we
find

wy = cos 26, w_ = sin 20.

§ 55. The spin operator

In the rest of this chapter we shall not be interested in the dependence
of the wave functions on the coordinates. For example, in speaking of the
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behaviour of the functions ¢ (x,y, z;0) when the system of coordinates is
rotated, we can suppose that the particle is at the origin, so that its coor-
dinates remain unchanged by such a rotation, and the results obtained will
characterize the behaviour of the function ¢ with regard to the spin variable
o

The variable o differs from the ordinary variables (the coordinates) by
being discrete. The most general form of a linear operator acting on functions
of a discrete variable o is

(76) @) = 3 frwrt) (55.1)

where the f,,/, are constants. We put v in parentheses in order to emphasize
that the spin argument following it is not that of the original function ¢ but
that of the function resulting from it under the action of the operator f. It
is easy to see that the quantities f,,/, are the same as the matrix elements
of the operator, defined by the usual rule (11.5).%)

The integration over the coordinates in (11.5) is here replaced by summa-
tion over the discrete variable, so that the definition of the matrix element

) fruos = I 03,(0) | Fibs (0)] (55.2)

Here 1,,(0) and v,,(0) are the eigenfunctions of the operator s, correspond-
ing to the eigenvalues s, = o1 and 0y; each such function corresponds to a
state in which the particle has a definite value of s,, i.e. in which only one
component of the wave function is non-zero:")

wm (U) = 6001; %2 (U) = 6002- (553)
According to (55.1),

(76) @) = 2 Soortin(0) = 3 JooBoer = oo

and on substitution of this and v,, (o) the equation (55.2) is satisfied identi-
cally; this completes the proof.

6) Note that the suffixes in the matrix elements on the right of (55.1) are written in an
order which is, in a sense, the reverse of the usual order in (11.11).
) More precisely, we should write

wo’l (U) = T/’(»’vav 2)5010;

in (55.3) the coordinate factors are omitted, being unimportant in this connection.
We must once again emphasize the distinction between the specified eigenvalue o1 or
o9 of s, and the independent variable o.
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Thus the operators acting on functions of ¢ can be represented in the
form of (2s 4 1)-rowed matrices. In particular, we have for the operator of
the spin itself, acting on the wave function, by (55.1),

(8) (0) =D 800th(0) (55.4)

According to what has been said at the end of §54, the matrices s,,5,, s, are

identical with the matrices ZI, Ey, EZ obtained in §27, where the letters L
and M need only be replaced by s and o

(52)ort = (S2)o 1 = %\/(s T Pa—

(31/)0,0—1 = —(Sy)a,lp = —%\/<5 + U)(S — o+ 1)7 (555)

(52)o0 = 0.
This determines the spin operator.

In the important case of a spin of 1/2 (s = 1/2, = £1/2), these matrices
have two rows, and are of the form

1
§=50 (55.6)
where®)
~ 01 ~ 0 —i ~ 1 0
O'x—<10>, O'y—(i O)’ az—<0_1>. (55.7)
These are called Pauli matrices. The matrix s, = % is diagonal, as it

should be, since it is defined in terms of the eigenfunctions of the quantity
s, itself.”?)

8) In the tabular matrices (55.7) the rows and columns are numbered by the values of |
the row number corresponding to the first and the column number to the second suffix of
the matrix element. In the present case, these numbers are +1/2 and —1/2. The action
of the. operator shown by (55.4) multiplies row o of the matrix by a column matrix
containing the components of the wave function:

o= ()

9) There should be no misunderstanding because of the use of the same letter to denote
the spin component and the Pauli matrices, since the latter always have the circumflex.



168 THE SPIN OPERATOR § 55

The following are some specific properties of the Pauli matrices. Direct
multiplication of the matrices (55.7) gives the equations

~2 =2 2
0,=0,=0, =

(55.8)

o,0,=io,, ©0,0,=i0,, 0,0,=10,
Combining these with the general commutation rules (54.1), we find that

i.e. the Pauli matrices anticommute with one another. By means of these
equations, we can easily verify the following useful formulae:

6>=3, (6-a)6-b)=a-b+is-axb. (55.10)

where @ and b are any vectors.'”) According to these relations, any scalar
polynomial formed from the matrices &; can be reduced to terms independent
of & and terms linear in &; hence it follows that any scalar function of the
operator reduces to a linear function (see Problem 1). Lastly, the values
of the traces (sums of diagonal elements) of the Pauli matrices and their
products are

tr&i = O, tr&ﬁk = 26zk (5511)

Subsequent sections of this chapter give a more detailed account of the
spin properties of wave functions, including their behaviour under any rota-
tion of the coordinate system, but we may note immediately an important
property of these functions, namely their behaviour in respect of rotations
about the z-axis.

Let there be an infinitesimal rotation through an angle d¢ about the z-
axis. The operator of such a rotation is expressed in terms of the angular
momentum operator (in this case, the spin operator) as 1 +1idp - S,. As a
result of the rotation, the functions (o) therefore become (o) + di(0),
where

dp(o) =10p - 8:9(0) = ioyp(0)dyp
Writing this relation in the form d¢/dp = ioy (o) and integrating, we
find that a rotation through a finite angle ¢ changes the functions (o) into

V(o) = ¥(0)e? (55.12)

In particular, a rotation through 27t multiplies them by a factor ™, which
is the same for all o and is equal to (—1)* (since 20 always has the same

10) The terms on the right of (55.8)—(55.10) which are independent of & must, of course,

be understood as constants multiplying the unit two-by-two matrix.
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parity as 2s). Thus, in a complete rotation of the coordinate system about
the z-axis, the wave functions of particles with integral spin return to their
original values, and those of particles with half-integral spin change sign.

PROBLEMS

1. Reduce an arbitrary function of the scalar a + b - & linear in the Pauli
matrices to another linear function.

SOLUTION. TO determine the coefficients in the required formula

fla+b &)= A+ B&,

we note that, when the z-axis is taken in the direction of b, the eigenvalues of the
operator a + b - & are a + b, and the corresponding eigenvalues of the operator
fla+b-o)are f(a+b). Hence we find

b (Fla+b) — flab).

A= Jlfatb)+ fab)], B= |

2. Determine the values of the scalar product S; - Sy of spins (1/2) of two
particles in states in which the total spin of the system, S = s1 + so, has definite
values (0 or 1).

SOLUTION. From the general formula (31.3), which is valid for the addition
of any two angular momenta, we find

s1-sy=1/4for S=1, s1-s9=-3/4for S=0.

3. Which powers of the operator § of an arbitrary spin s are independent?
SOLUTION. The operator

(5, —s)(S: —s+1)...(5,+ s),

formed from the differences between 5, and all possible eigenvalues s, gives zero
when it is applied to any wave function, and is therefore itself zero. Hence it
follows that (5,)?**! is expressed in terms of lower powers of the operator 5., so
that only its powers from 1 to 2s are independent.

§ 56. Spinors

When the spin is zero, the wave function has only one component, (0).
The effect of the spin operator is to reduce it to zero: 81 = 0. The relation
between s and the operator of an infinitesimal rotation implies that the
wave function of a particle with zero spin is invariant under rotation of the
coordinate system, i.e. it is a scalar.
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The wave function of a particle with spin 1/2 has two components,
1(1/2) and 1(—1/2). For convenience in later generalizations, we shall dis-
tinguish these components by the superscripts 1 and 2 respectively. The
two-component quantity

(B)=(30)
is called a spinor.

In any rotation of the coordinate system, the components of the spinor
undergo a linear transformation:

OV =apt + 0?0 = et 4 dy? (56.2)

This may be written
’ = a b
=@ T= (00 (56.3)

where U is the transformation matrix.'!) TIts elements are in general complex
functions of the angles of rotation of the coordinate axes. They are connected
by relations which follow directly from the physical conditions imposed on
the spinor as the wave function of a particle.

Let us consider the bilinear form

Plo® — PPl (56.4)

where 1) and ¢ are two spinors. A simple calculation gives
Ve — %ol = (ad — bo) (V1" — w7,

i.e. (56.4) is transformed into itself when the coordinate system is rotated.
If, however, there is only one function which is transformed into itself, it can
be regarded as corresponding to zero spin, and therefore must be a scalar,
i.e. must remain unchanged when the coordinate system is rotated in any
manner. Hence we have

ad — bc = 1; (56.5)

the determinant of the transformation matrix is unity.'?)

1) The notation ﬁw implies that the rows of the matrix U are multiplied by the column

1.
12) Such a transformation of two quantities is called a binary transformation.
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Further relations follow from the requirement that the expression

WPt + Py (56.6)

which determines the probability of finding the particle at a given point in
space, should be a scalar. A transformation which leaves unchanged the sum
of the squared moduli of the quantities is a unitary transformation, i.e. we
must have UT = U~! (see §12). With the condition (56.5) the inverse matrix

is
lfj._]_ _ d _b
—Cc a )

Equating this to the Hermitian conjugate matrix
At a* c*

a=d, b=-—c (56.7)

we find

By virtue of the relations (56.5) and (56.7), the four complex quantities
a, b, c,d actually contain only three independent real parameters, correspond-
ing to the three angles which define a rotation of a three-dimensional system
of coordinates.

Comparison of the expressions for the scalars (56.4) and (56.6) shows that
™ and 1** must be transformed as 1? and —! respectively. It is easy to
verify that this is in fact so, using (56.5) and (56.7).1?)

It is possible to put the algebra of spinors in a form analogous to that
of tensor algebra. This is done by introducing, in addition to contravari-
ant spinor components !, ¢? (with superscripts), the covariant components
(with subscripts), defined by

=9, Yy =y (56.8)

The invariant combination (56.4) of the two spinors may also be written as
a scalar product

Vron = Plor + Plog — PP (56.9)

This property is closely associated with symmetry under time reversal. The latter
(see §18) involves the replacement of the wave function by its complex conjugate. Under
time reversal, the angular momentum components also change sign. Hence the functions
that are the complex conjugates of the components ¢! = 1(1/2) and 1? = )(—1/2) must
have properties equivalent to those of the components corresponding to spin projections
—1/2 and 1/2 respectively.

13)



172 SPINORS § 56

here and below, summation over repeated (dummy) indices is implied, as in
tensor algebra. We may note the following rule which has to be borne in
mind in spinor algebra. We have

W\QDA = o1 + Y2y = —tha® — b1l
Thus
oy = —1hp? (56.10)

Hence it is evident that the scalar product of any spinor with itself is zero:

UMby = 0. (56.11)

According to the foregoing discussion, the quantities ¢, and ¢, are trans-
formed as 1'* and ¥?*, i.e.

W = (ﬁ*zb)A (56.12)

The product U *1» may also be written as QMA] *, with the transposed matrix
U*. Since U is unitary, we have U* = U=, so that P = (wﬁ_l) or't)
A

U = (W)A (56.13)

Analogously to the transition from vectors to tensors in ordinary tensor
algebra, we can introduce the idea of spinors of higher rank. Thus, a quantity
Y™, having four components which are transformed as the products *o*
of the components of two spinors of rank one, is called a spinor of rank two.
Besides the contra variant components ) we can consider the covariant
components " and the mixed components 1} which are transformed as the
products ¥p,,u and P @ respectively. Spinors of any rank are similarly
defined.

The transition from contravariant to covariant spinor components and
vice versa may be written

7vb/\ = glambduwua w)\ = g'u)\wmua (5614)
where

(gra) = (¢™) = ( _01 é ) (56.15)

14) The notation WU (with v to the left of [7) denotes that the components (111)2) as a
row are multiplied by the columns of the matrix U.




Chap. VIII SPIN 173

is the metric spinor in a vector space of two dimensions. Thus we have, for
example,

1/’& = g, 77Z)>\u = gAugup¢Vp

so that ¢ = —¢,! = =91 4y, = 2 = 4?2, and so on.

The quantities gy, themselves form an antisymmetric unit spinor of rank
two. It is easy to see that the values of its components remain unchanged
under transformations of the coordinates, and that

Pwg" =0 (56.16)

where 8] = 05 = 1,63 = 67 = 0.

As in ordinary tensor algebra, there are two fundamental operations in
spinor algebra: multiplication, and contraction with respect to a pair of
indices. The multiplication of two spinors gives a spinor of higher rank; thus,
from two spinors of ranks two and three, 9, and 1?7, we can form a spinor
of rank five, 1,,¢"??. Contraction with respect to a pair of indices (i.e.
summation of the components over corresponding values of one covariant
and one contravariant index) decreases the rank of a spinor by two. Thus, a
contraction of the spinor 1,,"”” with respect to the indices p and v gives the
spinor 1,,/#? of rank three; the contraction of the spinor 1,* gives the scalar
1y*. Here there is a rule similar to that expressed by formula (56.10): if we
interchange the upper and lower indices with respect to which the contraction
is effected, the sign is changed (i.e. ¥ = —¢*,). Hence, in particular, it
follows that, if a spinor is symmetrical with respect to any two of its indices,
the result of a contraction with respect to these indices is zero. Thus, for a
symmetrical spinor 1y, of rank two, we have ¥,* = 0.

A spinor of rank n symmetrical with respect to all its indices is called a
symmetrical spinor of rank n. From an asymmetrical spinor we can construct
a symmetrical one by the process of symmetrization, i.e. summation of the
components obtained by all possible interchanges of the indices. From what
has been said above, it is impossible to construct (by contraction) a spinor
of lower rank from the components of a symmetrical spinor.

Only a spinor of rank two can be antisymmetrical with respect to all
its indices. For, since each index can take only two values, at least two
out of three or more indices must have the same value, and therefore the
components of the spinor are zero identically. Any antisymmetrical spinor of
rank two is a scalar multiple of the unit spinor g,,. We may notice here the
following relation:

g)\uwu + g;ww)\ + gw\@bu =0 (5617)

(where 1)y is any spinor), which follows from the above; this rule is simply a
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consequence of the fact that the expression on the left is (as we may easily
verify) an antisymmetrical spinor of rank three.

The spinor which is the product of a spinor 1, with itself, on contraction
with respect to one pair of indices, becomes antisymmetrical with respect to
the other pair:

¢)\u¢uy = _1/})\111/}#1/-

Hence, from what was said above, this spinor must be a scalar multiple of
the spinor gy,. Defining the scalar factor so that contraction with respect to
the second pair of indices gives the correct result, we find

¢Aywnuy = _<1/2)wpo¢pgg>\u (5618>

The components of the spinor v, * which is the complex conjugate of
¥y,.... are transformed as the components of a contravariant spinor ¢, and
conversely. The sum of the squared moduli of the components of any spinor
is consequently invariant.

§ 57. The wave functions of particles with arbitrary
spin

Having developed a formal algebra for spinors of any rank, we can now
turn to our immediate problem, to study the properties of wave functions of
particles with arbitrary spin.

This subject is conveniently approached by considering an assembly of n
particles with spin 1/2. The greatest possible value of the z-component of
the total spin is n/2, which is obtained when s, = 1/2 for every particle (i.e.
all the spins are directed the same way, along the z-axis). In this case we
can evidently say that the total spin S of the system is also n/2.

All the components of the wave function ¥ (oy, 09, ...,0,) of the system
of particles are then zero, except for ¥(1/2,1/2,...,1/2). If we write the
wave function as a product of n spinors ¥ )* ..., each of which refers to
one of the particles, only the component with A, u,--- = 1 in each spinor
is not zero. Thus only the product ¢'p! is not zero. The set of all these
products, however, is a spinor of rank n which is symmetrical with respect
to all its indices. If we transform the coordinate system (so that the spins
are not directed along the z-axis), we obtain a spinor of rank n, general in
form except that it is symmetrical as before.

The spin properties of wave functions, being essentially their properties
with respect to rotations of the coordinate system, are identical for a particle
with spin s and for a system of n = 2s particles each with spin 1/2 directed
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so that the total spin of the system is s. Hence we conclude that the wave
function of a particle with spin s is a symmetrical spinor of rank n = 2s.

It is easy to see that the number of independent components of a sym-
metrical spinor of rank 2s is equal to 2s + 1, as it should be. For all those
components are the same whose indices include 2s ones and 0 twos; so are
all those with 2s1 ones and 1 two, and so on up to 0 ones and 2s twos.

Mathematically, the symmetrical spinors provide a classification of the
possible types of transformation of quantities when the coordinate system is
rotated. If there are 2541 different quantities which are transformed linearly
into one another (and which cannot be reduced in number by any choice of
linear combinations of them), then we can assert that their law of transfor-
mation is equivalent to that of the components of a symmetrical spinor of
rank 2s. Any set of any number of functions which are transformed linearly
into one another when the coordinate system is rotated can be reduced (by an
appropriate linear transformation) to one or more symmetrical spinors.'?)

Thus an arbitrary spinor v, of rank n can be reduced to symmetrical
spinors of ranks n,n—2,n—4,.... In practice, such a reduction can be made
as follows. By symmetrizing the spinor v,,, with respect to all its indices,
we form a symmetrical spinor of the same rank n. Next, by contracting
the original spinor 1y, with respect to various pairs of indices, we obtain
spinors of rank n — 2, of the form 1*,,_, which, in turn, we symmetrize, so
that symmetrical spinors of rank n — 2 are obtained. By symmetrizing the
spinors obtained by contracting vy, with respect to two pairs of indices, we
obtain symmetrical spinors of rank n — 4, and so on.

We have still to establish the relation between the components of a
symmetrical spinor of rank 2s and the 2s + 1 functions (o), where o =
s, —1,...,—s. The component

in whose indices 1 occurs s + ¢ times and 2 s — o times, corresponds to a
value o of the projection of the spin on the z-axis. For, if we again consider
a system of n = 2s particles with spin 1/2, instead of one particle with spin
s, the product corresponds to the above component

s+o s—o
1 1 2 2
Yot X

15) In other words, the symmetrical spinors form what are called irreducible representa-

tions of the rotation group (see §98).
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this product belongs to a state in which s+ particles have a projection of the
spin equal to +1/2, and s— a projection of —1/2, so that the total projection
is 1/2(s+0)—1/2(s—0) = o. Finally, the proportionality coefficient between
the above component of the spinor and (o) is chosen so that the equation

2

d @)= > [P (57.1)

o=—s5 A pty=1

holds; this sum is a scalar, as it should be, since it determines the probability
of finding the particle at a given point in space. In the sum on the right-hand
side, the components with (s 4 o) indices 1 occur

(2s)!
(s +o0)l(s—o0)!

times. Hence it is clear that the relation between the functions (o) and the
components of the spinor is given by the formula

(29)! 11... o
= - sto 57.2

The relation (57.2) ensures the fulfilment not only of the condition (57.1),
but also, as we easily see, of the more general condition

oy =Y (1) p(0)p(—0), (57.3)

o

where " and p,,. . are two different spinors of the same rank, while (o),
(o) are functions derived from these spinors by formula (57.2); the factor
(—1)*=7 is due to the fact that, when all the indices of the spinor components
are raised, the sign changes as many times as there are twos among the
indices.

Formulae (55.5) determine the result of the action of the spin operator
on the wave functions ¢(o). It is not difficult to find how these operators act
on a wave function written in the form of a spinor of rank 2s. For a spin 1/2,
the functions 1 (+1/2), ¥»(—1/2) are the same as the components ¢!, ¥? of
the spinor. According to (55.6) and (55.7), the result of the spin operators’
acting on them will be

(Bw)' = (1/209% ) =—(1/2)¢*,  (5:4)' = (1/2)9",

G — (20, (07 = (/20! Gy ——(1/22 O
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To pass to the general case of arbitrary spin, we again consider a system
of 2s particles with spin 1/2, and write its wave function as a product of 2s
spinors. The spin operator of the system is the sum of the spin operators of
each particle, acting only on the corresponding spinor, the result of this action
being given by formulae (57.4). Next, returning to arbitrary symmetrical
spinors, i.e. to the wave functions of a particle with spin s, we obtain

s+o s—o st+o—1 s—o+1 s+o+1 s—o—1
~oN11...22..0 s+ o 11,220 $S—0 11...22...

s+o s—o st+o—1 s—o+1 s+o+1 s—o—1

AN Vet Vodany . N 575
~ N1..%2.  sto 1.9 s—o q1..92. . (575)

s Amo

Hitherto we have spoken of spinors as wave functions of the intrinsic angular
momentum of elementary particles. Formally, however, there is no difference
between the spin of a single particle and the total angular momentum of any
system regarded as a whole, neglecting its internal structure. It is therefore
evident that the transformation properties of spinors apply equally to the
behaviour, with respect to rotations in space, of the wave functions ;,,, of any
particle or system of particles with total angular momentum 7, independent
of whether orbital or spin angular momentum is concerned. There must
therefore be some definite relation between the laws of transformation for
the eigenfunctions 1;,, under rotations of the coordinate system and those
for the components of a symmetrical spinor of rank 27.

In establishing this relation we must, however, make a clear distinction
between two aspects of the dependence of the wave functions on the com-
ponent m (for a given value of 7). The wave function may be regarded as
the probability amplitude for various values of m, or may be considered for
a given value of m.

These two aspects have already been discussed at the beginning of §55,
where we dealt with the eigenfunction d,,, of the operator s, which corre-
sponds to s, = gp. The mathematical difference between them is especially
clear for a particle of spin s = 1/2. In this case the spin function is, with
respect to the variable o, a contravariant spinor of rank 1, i.e. must be writ-
ten in spinor notation as 6;’0. With respect to oy it is therefore a covariant
spinor.

This is evidently a general result: the eigenfunctions 1, can be put in
correspondence with the components of a covariant symmetrical spinor of
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rank 2j by means of formulae analogous to (57.2):'%)

Wi = @), (57.6)
NGl S |

The eigenfunctions of integral angular momentum j are spherical har-
monics Yj,,. The case j = 1 is of particular importance. The three spherical

harmonics Y3, are
/3 /3
}/1021 E[COSQZi E[’I’LZ,
/3 - /3
Yig =Fi o sin@ - et = Fi 8—71(7135 +in,)

where n is a unit vector along the radius vector. It is seen that these three
functions are equivalent, as regards their transformation properties, to the
components of a vector a, with the relations
i i
Vo =1a,, Y11 =———=(a; +iay), P11 =—=(a, —ia,). 57.7

z \/i( T y) 5 \/i( x y) ( )
Comparing with (57.6), we see that the components of a symmetrical spinor
of rank two can be brought into correspondence with the components of
thevector by the formulae

i

Gz,
V2

i
WP = ——a,, Y=
NG

Y12 = Y1 = — (a, — iay), (57.8)

5
|
-

wgg _ _E(ax + iay)‘ (579)

Conversely

. 12 R VAT Rt _ b
CLZ—I\/§¢ ) ax—\/i<¢ (0 )7 Qy \/5

This result can also be regarded somewhat differently. If the wave function ¢ of a
particle in a state with angular momentum j is expanded in terms of the eignfunctions

d)jm:
1;[} = Z amwjmv

then the coefficients a,,, are the probability amplitudes for various values of m. In this sense
they correspond to the “components” ¥ (m) of a spin wave function, and this gives their
law of transformation. On the other hand, the value of ¥ at a given point in space cannot
depend on the choice of the coordinate system, i.e. the sum ) a,,t;, must be a scalar.
Comparing with the scalar (57.3), we see that a,, must transform as (—1)7"™t; _,.

(Y™ + %), (57.10)

16)
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It is easily verified that with these definitions we have
™ = ab (57.11)

where a and b are vectors corresponding to the symmetrical spinors ¥** and
@M. Tt is also not difficult to see that there is a correspondence between the
spinor and the vector!")

Yt + o™ and v2a x b. (57.12)

Formulae (57.10) may be compactly written by means of the Pauli matrices:

Ly I i I
a=——0o =——a- -0 57.13
\/5 pfr P \/5 A ( )

the matrix indices of & are written as superscript and subscript in correspon-
dence with the position of the spinor indices in ¢Y. The origin of this formula
is easily understood by considering the particular case where the spinor of
rank two 1} reduces to a product of a spinor of rank one 1* and its complex
conjugate ¢¥**. Then the quantity

ll/JA*U Y

2
is the mean value of the spin (for a particle with wave function ¢™u) and it
is therefore evidently a vector.

The relations (57.8) or (57.9) are a particular case of a general rule: any
symmetrical spinor of even rank 2j, where j is integral, can be correlated with
a symmetrical tensor of half the rank () which gives zero on contraction with
respect to any pair of indices; we call this an irreducible tensor.

This follows from the fact that the numbers of independent components
of the spinor and of the tensor are the same (2j+1), as may easily be seen.'®)
The relation between the components of the spinor and of the tensor can be
found by means of formulae (57.8)—(57.10), if we consider a spinor of the
rank concerned as the product of several spinors of rank two, and the tensor
as a product of vectors.

PROBLEMS

1. Rewrite the definition (57.4) of the operator of spin 1/2 in terms of the
spinor components of the vector 5.

17) The mixed components of a symmetrical spinor may be written in the form z/Ji‘,

without distinction between ™ n and 1/)”)‘.

18) We can say that the 2j +1 components of an irreducible tensor of rank j (an integer),
the 25 + 1 spherical harmonics Yjm, and the 25 + 1 components of a symmetrical spinor
of rank 25 give the same irreducible representation of the rotation group.
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SOLUTION. By means of formulae (57.9), which give the relation between the
vector 3 and the spinor 3, the definition (57.4) can be written as
AL,V i
3 -
v 2v/2
2. Derive formulae which determine the effect of the spin operator on a vector
wave function of a particle with spin 1.
SOLUTION. The relation between the components of the vector function

and the components of the spinor ¢* is given by formulae (57.9), and from (57.5)
we have

(P g + g™

§z"</f+ = =y, S =Y, 5, =0.
(where ¢4 = 1, * 1)) or

§z% = _id)ya gzwy = i%, /S\zwz =0.

The remaining formulae are derived from these by cyclic permutation of the suffixes
x,y, 2. They can be written together as

S, = —lei .

The complex vector 4 can be put in the form 1 = e'*(u + iv), where u and v
are real vectors, which can be taken to be mutually perpendicular if the common
phase « is suitably chosen. The two vectors w and v determine a plane which has
the property that the spin component perpendicular to it can take only the values
+1.

§ 58. The operator of finite rotations

Let us now return to the transformation of spinors, and show how the
coefficients of this transformation can in fact be expressed in terms of the
angles of rotation of the coordinate axes.

By the definition of the angular momentum operator (in this case, the
spin operator), 1 +1idp - ns is the operator of a rotation through an angle ¢
about a direction specified by the unit vector n; for application to the wave
function of a particle with spin 1/2, i.e. a spinor of rank one, we must take
S8 = /2 in this operator. The operator of a rotation through a finite angle
@ about the same direction will be correspondingly given by

Uy, = exp (ipna/2) (58.1)

cf. (15.13). Like any function of the Pauli matrices (see §55, Problem 1),
this expression reduces to one that is linear in these matrices:

Uy, = cos(p/2) + in& - sin(p/2). (58.2)
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For example, with a rotation about the z-axis,

PN B Y.~ [ explip/2) 0
U.(p) = cos 5 Tiosing = ( 0 exp(—ip/2) (58.3)

This means that the components of the spinor are transformed in such a
rotation according to

wl’ — wleigo/27 wQ’ — ,lpZefin/Z.

In particular, in a rotation through an angle 27t the spinor components change
sign; spinors of any odd rank must therefore have the same property (cf. the
end of §55).

Similarly, we can find the matrices of transformations consisting of a
rotation through an angle ¢ about the x-axis or the y-axis:

= cos(p/2) isin(p/2) \ = cos(p/2)  sin(p/2)
Uele) = ( isin(p/2)  cos(p)/2) ) Uylep) = ( —sin(p/2) cos(p/2) ) '
(58.4)
We may note the particular case of a rotation through an angle 7t about the
y-axis, for which
=gt oF =yl
ie.

O =1y, ¥ = (58.5)

It is now easy to write down the transformation matrix for any rotation
of the coordinate axes, as a function of the Eulerian angles which specify the
rotation.

A rotation of the axes, defined by the Eulerian angles «, 3, 7, is carried out
in three stages: (1) a rotation through the angle a (0 < o < 27m) about the
z-axis, (2) a rotation through the angle § (0 < § < ) about the new position
of the y-axis (ON in Fig. 9, called the line of nodes), (3) a rotation through
the angle v (0 < v < 27) about the resulting final position 2’ of the z-axis.'?)

19) The systems xyz and z'y’z’ are, as always, right-handed, and a positive angle corre-
sponds to the movement of a corkscrew advanced in the positive direction of the axis of
rotation.

The definition of the Eulerian angles given here (and usual in quantum mechanics)
differs from that in Mechanics, §35, in that the second rotation is about the y-axis and
not the z-axis. The angles «, 3, are related to the angles ¢, 8,1 used in Mechanics (not
the spherical polar angles ¢ and 6) by

Tt Tt
p=at, B, Y=v 2
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It is evident that the angles a and /3 are the
spherical polar angles ¢ and 6 of the new z’-axis
with respect to the ryz axes: a = ¢, =10.

In accordance with this manner of rotating
the axes, the matrix of the complete transfor-
mation is equal to the product of three matrices
(58.3)and (58.4):

U(a, 8,7) = U.(v)0,(8)0.(a)

FIG.20 By direct multiplication of the matrices we fi-
nally obtain

U [ cos(B/2)e@tN/2 gin(B/2)ei /2
Ule, 8,7) = ( —sin(B/2)el@/2  cog(B/2)ei@+)/2 ) :

Spinors of higher ranks are, by definition, transformed as products of
components of a spinor of rank one. In physical applications, however, we
are interested in the wave functions v, rather than the transformation laws
of the spinors themselves.

Let the functions v, (m = j,j —1,...,—j) describe, in a coordinate
system zyz, a state having a definite value of the angular momentum j, and
¥jm the same state for the axes 2'y'2’; in the first case m is the value of j,,
and in the second case m' is the value of j,,. The two sets of functions are

connected by linear relations, which we write in the form

Yim =Y DY) (0, B.7) tju (58.7)

(58.6)

The coefficients Dfi?m form a matrix of order 2j + 1 with respect to m’ and
m, called the finite-rotation matriz lA)(j); its elements are functions of the
angles «, 3,7 of rotation of the system z'y'z" relative to zyz.

The finite-rotation matrix can be built up by means of the spinor represen-
tation of the functions 1;,,. For j = 1/2, the two functions 11 ,,(m = £1/2)
form a covariant spinor of rank 1. According to (56.13), its transformation
from #'y'2 to xyz is effected by the matrix U (58.6), so that DU/ = 3.20)
Its elements may be written

DM? = eimwdm,m(ﬂ)eimo‘

m/m

20) Note that the matrix indices in (58.7) are placed in the order that corresponds to
multiplying the columns of the matrix DU) by the functions Yjm: arranged in a row. In

the symbolic notation, (58.7) would have to be written 1, = (w;ﬁ(j))m in accordance
with (56.13).
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where

1/2 —-1/2
r / /

m (B) = 1/2 cos(f/2)  sin(5/2),
—1/2 | —sin(/2) cos(3/2).

For any value of j, the functions 1;,, are related to the components of a
symmetrical covariant spinor of rank 2j by (57.6). The transformation matrix

(58.8)

for the components of a spinor of rank 27 is the product of 25 matrices D/ 2),
each acting on one of the spinor indices. Carrying out the multiplication and
returning to the functions v;,,, we find their transformation matrix:

DY) (a,B,7) = &™7dY) geme, (58.9)

the functions dV) (8) being given by?!)

0 o [GEmG =Yy

X (sin g) P (cos B), - (58.10)

where

P (cos ) = C U1~ cos 8701+ cos )

d ' — cos B)tn cos B)0tn
X<dcos@> I¢ B) (1 + cos §)""] (58.11)

are called Jacobi polynomials.*?) We may note that
P9 (—cos B) = (—=1)"P (cos j3). (58.12)

The functions dEme possess a number of symmetry properties which might
be derived from the expressions (58.11) and (58.12), but it is simpler to obtain
them directly from the definition as coefficients in the rotational transforma-
tion.

21) The calculations are described by A. R. Edmonds, Angular Momentum in Quantum

Mechanics, Princeton, 1957. The definition of the functionsdfj}m by (58.9) differs from
that used in Edmonds’s book by the interchange of « and ~, this being the more natural
treatment in the approach given here.

22) See §e of the Mathematical Appendices, formula (e.11), for the relation between these

polynomials and the hypergeometric series.
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The matrix DY) is unitary, being the matrix of a rotational transforma-
tion. Since the transformation inverse to the rotation (a, 3, 7y) is the rotation
(—v, =5, —«a), we have for the real matrix dY) the relations

d9) (—=B) =dY) (B) (58.13)

m'm m'm

The following equations are also valid:

d)(8) =d"), . (B) (58.14)
d(]) ) = _1 j+m(5m' —m
) ) = (1 .
dﬂi’m(_ﬂ) :< 1)J mém —m dn]hb/m(()) = Om'm-

When j = 1/2 these are evident from (58.8); the generalization to arbitrary
7 is evident from the manner of construction of the transformation matrix,
described above.

A rotation through an angle 7t — [ can be carried out as two successive
rotations through ¢ and —p:

dmm T 6 de m” m”m( B) ( )j " d(jm m<_ﬁ)7
or, using (58.13),

m'm

8 8) =~y (=), (5816

The result of two rotations about the same axis is independent of the sequence
in which they occur. We must therefore arrive at the same result by carrying
out the rotations through —f and 7t in the opposite order. Comparison of
the result with (58.16) gives the relation

d9) (B) = (=1)™™d9 , _ (B). (58.17)

mm —m —m

From (58.17), (58.14) and (58.13), it follows that

Ao (B) = (1) 70 (8) = (=)™ "), (=), (58.18)

Using (58.13)—(58.18), we can deduce various symmetry properties of the
complete matrix elements ijj

tion is given by

.- In particular, the complex conjugate func-

DY (a,B,7) = DY) (—a, B, =) = (=1)"™DY), _ (a,B,7). (58.19)
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Mathematically, the matrices DW give the unitary irreducible represen-
tations of the rotation group having dimension 2j + 1 (see §98 below). Hence
we have immediately the orthonormality relation

1

(42) _
/Dm mi Oé B V)Dn{fmz( B 7) 87T2 - m5j1j26m1m25m/1m'27 (5820)

where dw = sin fdadfd7y.
The orthogonality of the functions with respect to the suffixes m and m’
is ensured by the factor exp{ (ma + m'7)}; that with respect to the index j

arises from the functions d ., for which we have
™o dg 1
49 (31492 ()0 P 58.21
/0 mm(ﬁ) mm(ﬁ) 2 2jl+1 J1J2 ( )

Lastly, we shall give for reference the expressions for the functions for
various particular values of the parameters. For ;7 = 1, we have

U 1 0 -1
m
a gy = 1 %(111—0085) 75 sin 8 %(ll—cosﬁ), (58.22)
0 ——=sin cos 8 —=sin 3,
12 1 1 V2
-1 5(1 —cos ) —5sinf 5(14cos 3).

For integral j = [ and m/ = 0, formulae (58.10) and (58.11) give

(L= oo ). (58.23)

(1) _ m (1) — m
Ao (B) = (=1)"dy0(8) = (—1) (I+m)!

The derivation of this formula is easily seen from the original definition (58.7).
We shall assign the values of the functions )j,,,. on the right of (58.7) to the
z-axis, on which (for j =1)

[20 +1
Vi (102) = i %&n/o. (58.24)

The function 1, on the left is then the spherical harmonic function Y;,,, (3, «)
of the spherical polar angles ¢ = «, = 8 giving the direction of the z’-axis.
Substitution of (58.24) in (58.7) leads to

Vin(5,0) = 14/ 22D (0,5, 7). (58.25)

which is equivalent to (58.23).
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Lastly, there is the following expression for the function with the maxi-
mum possible value of m or m/:

G (3) — (_1yi-mgl) _
dj(B) = (=1) " dyy; =

[gwagt=] (5) (03) " oo

§ 59. Partial polarization of particles

By a suitable choice of the direction of the z-axis, we can always cause
one component (e.g. 1?) of a given spinor 1*, the wave function of a particle
with spin 1/2, to vanish. This is evident from the fact that a direction in
space is determined by two quantities (angles), i.e. the number of disposable
parameters is just equal to the number of quantities (the real and imaginary
parts of the complex 1?) which it is desired to make zero.

Physically this means that, if a particle with spin 1/2 (for definiteness,
we shall speak of an electron) is in a state described by a spin wave function,
then there is a direction in space in which the component of the particle spin
has the definite value o = 1/2. We can say that in such a state the electron
is completely polarized.

There are also, however, states of an electron which may be said to be
partially polarized. Such states are not described by wave functions but only
by density matrices, i.e. they are mixed states (with respect to spin) (see
§14).

The spin or polarization density matrix of an electron is a spinor p™ of
rank two normalized by the condition

pPa=p =1 (59.1)
and satisfying the “Hermitian” condition

(%) = P (59.2)

For a pure (i.e. completely polarized) spin state of the electron the spinor
p*,. reduces to a product of components of the wave function ¢*:

Phu =MW" (59.3)
The diagonal components of the density matrix determine the probabil-

ities of the values +1/2 and —1/2 of the z-component of the electron spin.
The mean value of this component is therefore

—= 1 1 2
Sz_2(p1_p2)>



Chap. VIII SPIN 187

or, using (59.1), X '
pl = 5+ PPy = 5~ 5 (59.4)

In a pure state the mean value of the quantities s = s, %is, is calculated
as

5 =M, s =Ny
Since, according to (55.6) and (55.7), the operators s. are given by the

matrices
(01 s _(00
*t~\oo0) 7" \10)

§+ — wl*w27 E_@ZJQ*’I/}I.

Accordingly we have in a mixed state

we find that

p12 = §_, p21 == §+. (595)

Using the Pauli matrices, formulae (59.4) and (59.5) can be combined as
1 N
= 5(& +26%,3). (59.6)

Thus all the components of the polarization density matrix of the electron
are expressed in terms of the mean values of components of its spin vector. In
other words, the real vector s entirely determines the polarization properties
of a particle with spin 1/2. In the limit of complete polarization one of
the components of this vector (with an appropriate choice of the directions
of the axes) is 1/2 and the other two are zero. In the opposite case of an
unpolarized state all three components are zero. In the general case of an
arbitrary partial polarization and any choice of the coordinate system we
have 0 < p < 1, where

p=2(52+35+732)"°
is a quantity which may be called the degree of polarization of the electron.

For a particle of arbitrary spin s, the density matrix is a spinor p*-,,
of rank 4s, symmetrical in the first 2s and the last 2s indices and satisfying
the conditions

P = 1, (59.7)

(p)\umpa...)* = ppam/\,u.,.- (598)

To calculate the number of independent components of the density matrix,
we note that, among the possible sets of values of the indices A, p,... (or

p,0,...) there are only 2s + 1 which are essentially different. Using also
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the fact that the components of the spinor p*-,, are related by (59.7), we
find that the number of different components is (25 + 1) — 1 = 4s(s + 1).
Although these components are complex, the relation (59.8) shows that this
does not increase the total number of independent quantities describing the
state of partial polarization of the particle, which is therefore 4s(s + 1).%%)
For comparison, it may be remarked that the state of complete polarization
of the particle is described by only 4s quantities (the 2s + 1 complex com-
ponents of the wave function ¥, related by one normalization condition
and containing one common phase which is unimportant in the description
of the state).

Like any spinor of rank 4s, the spinor p*-,, is equivalent to a set of
irreducible tensors of ranks 4s,4s — 2,...,0. In the present case there is
only one tensor of each rank, since, on account of the symmetry properties
of the spinor p*-- po..., €ach contraction of it can be carried out in only one
way: with respect to any one of the indices A, , ..., and one of p,o,.... In
addition, the scalar (tensor of rank 0) does not appear, reducing to unity by
virtue of the condition (59.7).

§ 60. Time reversal and Kramers’ theorem

The symmetry of motion with respect to a change in the sign of the time
is expressed in quantum mechanics by the fact that, if ¢ is the wave function
of a stationary state of the system, the “time-reversed” wave function (which
we denote by ") describes a possible state with the same energy. At the
end of §18 it has been pointed out that "™V is the same as the complex
conjugate function *. In this simple form the statement applies to wave
functions where the spin of particles is neglected. When spin is present, a
refinement is necessary.

Let us take the wave function of a particle of spin s in the form of the
contravariant spinor ¥ (of rank 2s). On taking the complex conjugate
function ¥ * we obtain a set of quantities which are transformed as com-
ponents of a covariant spinor. Hence the operation of time reversal corre-
sponds to a change from the wave function ¥ to a new wave function
whose covariant components are given by

Py =P, (60.1)
For a given set of values of the indices A, p, . . ., the components of covari-

When these quantities are given, so are the mean values of the components of the
vector s and all their powers and products 2,3,...,2s at a time, which do not reduce to
lower powers (see §55, Problem 3).

23)
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ant and contravariant spinors correspond to values of the angular-momentum
component which differ in sign. In terms of the functions ;.. therefore, time
reversal corresponds to a change from 1,5, to 15 _,, as it should, since a change
in the sign of the time changes the direction of the angular momentum. The
exact relation is given by (60.1):

;?ZU = wza(_1)87o' (602)

Thus the change 15, — 9% required by the operation of time reversal signifies
the change®)

wsa — ws,—a(_l)s_a (603)

When this operation is repeated, we have

Vso = Ys—o(=1)"77 = Yo (=1)"77(=1)" = thyo (= 1)

Thus a twofold time reversal restores the wave function to its original
value only if the spin is integral; if the spin is half-integral, the sign of the
wave function is changed.

Let us consider an arbitrary system of interacting particles. The orbital
and spin angular momenta of such a system are not in general separately
conserved when relativistic interactions are taken into account. Only the
total angular momentum J is conserved. If there is no external field, each
energy level of the system has (2J + 1)-fold degeneracy. When an external
field is applied, the degeneracy is removed. The question arises whether the
degeneracy can be removed completely, i.e. so that the system has only
simple levels. This is closely related to the symmetry with respect to time
reversal.

In classical electrodynamics the equations are invariant with respect to
a change in the sign of the time, if the electric field is left unchanged and
the sign of the magnetic field is reversed.?”) This fundamental property of
motion must be preserved in quantum mechanics. Hence, not only in a closed
system but in any external electric field (there being no magnetic field), there
is symmetry with respect to time reversal.

The wave functions of the system are spinors ¥, whose rank n is twice
the sum of the spins sa of all the particles (n = 2 s,); this sum may not
be equal to the total spin S of the system.

According to what was said above, we can assert that, in any electric
field, the wave function and its time reversal must correspond to states with

Note that the rule for the complex conjugate of a spherical harmonic function, ac-
cording to (28.9), coincides with the general rule (60.3).
25) See, for example, Fields, §17, and the end of §111 below.

24)
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the same energy. If a level is non-degenerate, it is necessary that these states
should be identical, i.e. the corresponding wave functions must be the same
apart from a constant factor (both, of course, being expressed as similar
(covariant or contravariant) spinors).

We write ¢307 = Cy,... or, by (60.1),

P = Ciap (60.4)

where C' is a constant.
Taking the complex conjugate of both sides of this equation, we obtain

1/})\“... — C*w;u )

We lower the indices on the left-hand side of the equation and correspondingly
raise them on the right. This means that we multiply both sides of the
equation by garggu.. and sum over the indices A, p,...; on the right-hand
side we must use the fact that

JonGap.. = (—1)"g*g"? ...

As a result we have
U, = C(=1)"p
Substituting ¢ * from (60.4), we find

wA,LL... = (_1>n00*w)\#

This equation must be satisfied identically, i.e. we must have (—1)"CC* = 1.
Since, however, |C]? is always positive, it is clear that this is possible only
for even n (i.e. for integral values of the sum ) s,). For odd n (half-integral
values of Y s,) the condition (60.4) cannot be fulfilled.?®)

Thus we reach the result that an electric field can completely remove the
degeneracy only for a system with an integral value of the sum of the spins
of the particles. For a system with a half-integral value of this sum, in an
arbitrary electric field, all the levels must be doubly degenerate, and complex
conjugate spinors correspond to two different states with the same energy””)
(H. A. Kramers 1930).

One further, mathematical, comment may be made. A relation of the
form (60.4) with a real constant C' is mathematically the condition that the

26) When the sum Y s, is integral (or halt-integral), all possible values of the total spin
S of the system are also integral (or half-integral).
27) If the electric field possesses a high (cubic) symmetry, fourfold degeneracy may occur

(see §99, including the Problem).
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components of the spinor may be put in correspondence with a set of real
quantities, and may be called the condition for the spinor to be “real”.?®)
The impossibility of fulfilling the condition (60.4) for odd n signifies that
no real quantity can correspond to a spinor of odd rank. For even n, on
the other hand, the condition (60.4) can be satisfied, and C' can be real. In
particular, a real vector can correspond to a symmetrical spinor of rank two
if the condition (60.4) is satisfied with C' = 1:

%UA“* = 'QZ))\M

(as is easily seen by means of (57.8) and (57.9)). The condition (60.4) with
C =1 is in fact the condition for a symmetrical spinor of any even rank to
be “real”.

28) Tt is meaningless to call the spinor real in the literal sense, since complex conjugate

spinors have different laws of transformation.
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CHAPTER IX

IDENTITY OF PARTICLES

§ 61. The principle of indistinguishability of similar
particles

IN classical mechanics, identical particles (electrons, say) do not lose
their “individuality”, despite the identity of their physical properties. For
we can imagine the particles at some instant to be “numbered”; and follow
the subsequent motion of each of these in its path; then at any instant the
particles can be identified.

In quantum mechanics the situation is entirely different. We have already
mentioned several times that, by virtue of the uncertainty principle, the
concept of the path of an electron ceases to have any meaning. If the position
of an electron is exactly known at a given instant, its coordinates have no
definite values even at the next instant. Hence, by localizing and numbering
the electrons at some instant, we make no progress towards identifying them
at subsequent instants; if we localize one of the electrons, at some other
instant, at some point in space, we cannot say which of the electrons has
arrived at this point.

Thus, in quantum mechanics, there is in principle no possibility of sep-
arately following each of a number of similar particles and thereby distin-
guishing them. We may say that, in quantum mechanics, identical particles
entirely lose their “individuality”. The identity of the particles with respect
to their physical properties is here very far-reaching: it results in the complete
indistinguishability of the particles.

This principle of the indistinguishability of similar particles, as it is called,
plays a fundamental part in the quantum theory of systems composed of
identical particles. Let us start by considering a system of only two particles.
Because of the identity of the particles, the states of the system obtained from
each other by merely interchanging the two particles must be completely
equivalent physically. This means that, as a result of this interchange, the
wave function of the system can change only by an unimportant phase factor.

193
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Let ¥(&1, &) be the wave function of the system, & and & conventionally
denoting the three coordinates and the spin projection for each particle.
Then we must have

@/)(51» 52) = eiaqu)(g?’ §1>7

where « is some real constant. By repeating the interchange, we return to
the original state, while the function ¢ is multiplied by e*®. Hence it follows
that e?® =1, or € = £1. Thus

¢(£17 €2) = i¢<§27 él)

We thus reach the result that there are only two possibilities: the wave
function is either symmetrical (i.e. it is unchanged when the particles are
interchanged) or antisymmetrical (i.e. it changes sign when this interchange
is made). It is obvious that the wave functions of all the states of a given
system must have the same symmetry; otherwise, the wave function of a state
which was a superposition of states of different symmetry would be neither
symmetrical nor antisymmetrical.

This result can be immediately generalized to systems consisting of any
number of identical particles. For it is clear from the identity of the parti-
cles that, if any pair of them has the property of being described by, say,
symmetrical wave functions, any other pair of such particles has the same
property. Hence the wave function of identical particles must either be un-
changed when any pair of particles are interchanged (and hence when the
particles are permuted in any manner), or change sign when any pair are
interchanged. In the first case we speak of a symmetrical wave function, and
in the second case of an antisymmetrical one.

The property of being described by symmetrical or antisymmetrical wave
functions depends on the nature of the particles. Particles described by
antisymmetrical functions are said to obey Fermi—Dirac statistics (or to be
fermions), while those which are described by symmetrical functions are said
to obey Bose-Einstein statistics (or to be bosons).!)

From the laws of relativistic quantum mechanics it can be shown (see
RQT, §25) that the statistics obeyed by particles is uniquely related to their
spin: particles with half-integral spin are fermions, and those with integral
spin are bosons.

1) This terminology refers to the statistics which describes a perfect gas composed of
particles with antisymmetrical and symmetrical wave functions respectively. In actual
fact we are concerned here not only with a different statistics, but essentially with a
different mechanics. Fermi statistics was proposed by E. Fermi for electrons in 1926, and
its relation to quantum mechanics was elucidated by P. A. M. Dirac (1926). Bose statistics
was proposed by S. N. Bose for light quanta, and generalized by A. Einstein (1924).
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The statistics of complex particles is determined by the parity of the
number of elementary fermions entering into their composition. For an inter-
change of two identical complex particles is equivalent to the simultaneous
interchange of several pairs of identical elementary particles. The inter-
change of bosons does not change the wave function, while the interchange
of fermions changes its sign. Hence complex particles containing an odd
number of elementary fermions obey Fermi statistics, while those containing
an even number obey Bose statistics. This result is, of course, in agreement
with the above rule, since a complex particle has an integral or a half-integral
spin according as the number of particles with half-integral spin entering into
its composition is even or odd.

Thus atomic nuclei of odd atomic weight (i.e. containing an odd number
of neutrons and protons) obey Fermi statistics, and those of even atomic
weight obey Bose statistics. For atoms, which contain both nuclei and elec-
trons, the statistics is evidently determined by the parity of the sum of the
atomic weight and the atomic number.

Let us consider a system composed of N identical particles, whose mutual
interaction can be neglected. Let ¢1,15,... be the wave functions of the
various stationary states which each of the particles separately may occupy.
The state of the system as a whole can be defined by giving the numbers
of the states which the individual particles occupy. The question arises how
the wave function ¢ of the whole system should be constructed from the
functions ¥y, ¥y, . . ..

Let p1,pa, ..., pn be the numbers of the states occupied by the individual
particles (some of these numbers may be the same). For a system of bosons,

the wave function ¥(&;, s, ..., &N) is given by a sum of products of the form
wm(gl)wm(fQ) - 'wpn(fN)7 (61'1)
with all possible permutations of the different suffixes pi,pso,...; this sum

clearly possesses the required symmetry property. For example, for a system
of two particles in different states (p; # p2),

1
V2

The factor 1/4/2 is introduced for normalization purposes; all the func-
tions 1,9, ... are orthogonal and are supposed normalized.

In the general case of a system containing an arbitrary number N of
particles, the normalized wave function is

10(51, 52) = [¢p1 (§1>¢P2 (52) + 1/)131 (52)77Z)P2 (51)] : (61'2)

IN,! 1/2
ve = () L €n(@) (€ (013)
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where the sum is taken over all permutations of the different suffixes py, po, ..., pn
and the numbers N; show how many of these suffixes have the same value
i (with Y2 N; = N). In the integration of |[¢)|* over &;,&, ..., &y, all terms
vanish except the squared modulus of each term of the sum;?) since the
total number of terms in the sum (61.3) is evidently N!/(N7!Ny!...), the
normalization factor in (61.3) is obtained.

For a system of fermions, the wave function 1 is an antisymmetrical
combination of the products (61.1). For a system of two particles we have

1
V2

For the general case of N particles, the wave function can be written in the
form of a determinant

V(&1 82) = —= [Wp, (§1)Vp (§2) — Vpy (§2)p, (&1)] - (61.4)

wpl (5) 1/1p1 (£2> s %1 (fN)
L wPQ (g) ¢P2 (§2> ce ¢p2 (gN) ) (615)

ey
¢PN(€) ¢p1\1(§2) ¢PN(€N)

Here an interchange of two particles corresponds to an interchange of two
columns of the determinant, as a result of which the latter changes sign.

The following important result is a consequence of the expression (61.5).
If among the numbers py, ps, ... two are the same, two rows of the determi-
nant are the same, and it therefore vanishes identically. It will be different
from zero only when all the numbers py, po, ... are different. Thus, in a sys-
tem consisting of identical fermions, no two (or more) particles can be in the
same state at the same time. This is called Pauli’s principle (1925).

§ 62. Exchange interaction

The fact that Schrodinger’s equation does not take account of the spin of
particles does not invalidate this equation or the results obtained by means
of it. This is because the electrical interaction of the particles does not
depend on their spins.?) Mathematically, this means that the Hamiltonian
of a system of electrically interacting particles (in the absence of a magnetic
field) does not contain the spin operators, and hence, when it is applied to

2) The integration over ¢ is conventionally understood in §§63-65 as including integra-
tion over the coordinates and summation over o.

3) This is true only so long as we consider the non-relativistic approximation. When
relativistic effects are taken into account, the interaction of charged particles does depend
on their spin.
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the wave function, it has no effect on the spin variables. Hence Schrodinger’s
equation is actually satisfied by each component of the wave function; in
other words, the wave function of the system of particles can be written in
the form of a product

V(&1,8&2) = x(o1,02,... )p(T1,T2,. .. ),

where the function ¢ depends only on the coordinates of the particles and
the function x only on their spins. We call the former a coordinate or orbital
wave function, and the latter a spin wave function. Schrodinger’s equation
essentially determines only the coordinate function ¢, the function x remain-
ing arbitrary. In any instance where we are not interested in the actual spin
of the particles, we can therefore use Schrodinger’s equation and regard as
the wave function the coordinate function alone, as we have done hitherto.

However, despite the fact that the electrical interaction of the particles
is independent of their spin, there is a peculiar dependence of the energy of
the system on its total spin, arising ultimately from the principle of indistin-
guishability of similar particles.

Let us consider a system consisting of only two identical particles. By
solving Schrodinger’s equation we find a series of energy levels, to each of
which there corresponds a definite symmetrical or antisymmetrical coordi-
nate wave function ¢(ry,ry). For, by virtue of the identity of the particles,
the Hamiltonian (and therefore the Schrodinger’s equation) of the system is
invariant with respect to interchange of the particles. If the energy levels are
not degenerate, the function ¢(r1,79) can change only by a constant factor
when the coordinates 71 and ry are interchanged; repeating this interchange,
we see that this factor can only be') +1.

Let us first suppose that the particles have zero spin. The spin factor
for such particles is absent altogether, and the wave function reduces to the
coordinate function ¢(ry,75), which must be symmetrical (since particles
with zero spin obey Bose statistics). Thus not all the energy levels obtained
by a formal solution of Schrédinger’s equation can actually exist; those to
which antisymmetrical functions ¢ correspond are not possible for the system
under consideration.

The interchange of two similar particles is equivalent to the operation of
inversion of the coordinate system (the origin being taken to bisect the line
joining the two particles). On the other hand, the result of inversion is to
multiply the wave function ¢ by (—1)!, where [ is the orbital angular mo-
mentum of the relative motion of the two particles (see §30). By comparing

4) When there is degeneracy we can always choose linear combinations of the functions
belonging to a given level, such that this condition is again satisfied.
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these considerations with those given above, we conclude that a system of
two identical particles with zero spin can have only an even orbital angular
momentum.

Next, let the system consist of two particles with spin 1/2 (say, elec-
trons). Then the complete wave function of the system (i.e. the product
of the function ¢(rq,rs) and the spin function x(oy,03)) must certainly be
antisymmetrical with respect to an interchange of the two particles. Hence,
if the coordinate function is symmetrical, the spin function must be antisym-
metrical, and vice versa. We shall write the spin function in spinor form, i.e.
as a spinor y™ of rank two, each of whose indices corresponds to the spin
of one of the electrons. A symmetrical spinor (y* = x**) corresponds to a
function symmetrical with respect to the spins of the two particles, and an
antisymmetrical spinor (y* = —x**) to an antisymmetrical function. We
know, however, that a symmetrical spinor of rank two describes a system
with total spin unity, while an antisymmetrical spinor reduces to a scalar,
corresponding to zero spin.

Thus we reach the following conclusion. The energy levels to which there
correspond symmetrical solutions ¢(71, 73) of Schrodinger’s equation can ac-
tually occur when the total spin of the system is zero, i.e. when the spins of
the two electrons are “antiparallel”, giving a sum of zero. The values of the
energy belonging to antisymmetrical functions (71, 73), on the other hand,
require a value of unity for the total spin, i.e. the spins of the two electrons
must be “parallel”.

In other words, the possible values of the energy of a system of electrons
depend on their total spin. For this reason we can speak of a peculiar in-
teraction of the particles which results in this dependence. This is called
exchange interaction. It is a purely quantum effect, which entirely vanishes
(like the spin itself) in the passage to the limit of classical mechanics.

The following situation is characteristic of the case of a system of two
electrons which we have discussed. To each energy level there corresponds
one definite value of the total spin, 0 or 1. This one-to-one correspondence
between the spin values and the energy levels is preserved, as we shall see
below (§63), in systems containing any number of electrons. It does not hold,
however, for systems composed of particles whose spin exceeds 1/2.

Let us consider a system of two particles, each with arbitrary spin s. Its
spin wave function is a spinor of rank 4s:

2s

A 2s
X)\u. . po

Y

half (2s) of whose indices correspond to the spin of one particle, and the other
half to that of the other particle. The spinor is symmetrical with respect to
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the indices in each group. An interchange of the two particles corresponds to
an interchange of all the indices A, y, ... of the first group with the indices
p, 0, ... of the second group. In order to obtain the spin function of a state
of the system with total spin S, we must contract this spinor with respect to
25 — S pairs of indices (each pair containing one index from A, g, ... and one
from p, o, ...), and symmetrize it with respect to the remainder; as a result we
obtain a symmetrical spinor of rank 2S. However, the contraction of a spinor
with respect to a pair of indices means, as we know, the construction of a
combination antisymmetrical with respect to these indices. Hence, when the
particles are interchanged, the spin wave function is multiplied by (—1)%s~%.

On the other hand, the complete wave function of a system of two particles
must be multiplied by (—1)* when they are interchanged (i.e. by +1 for
integral s and by —1 for half-integral s). Hence it follows that the symmetry
of the coordinate wave function with respect to an interchange of the particles
is given by the factor (—1)°, which depends only on S. Thus we reach the
result that the coordinate wave function of a system of two identical particles
is symmetrical when the total spin is even, and antisymmetrical when it is
odd.

Recalling what was said above concerning the relation between inter-
change of the particles and inversion of the coordinate system, we conclude
also that, when the spin S is even (odd), the system can have only an even
(odd) orbital angular momentum.

We see that here also a certain dependence is revealed between the possi-
ble values of the energy of the system and the total spin, but this dependence
is not necessarily one-to-one. The energy levels to which there correspond
symmetrical (antisymmetrical) coordinate wave functions can occur for any
even (odd) value of S.

Let us calculate how many different states of the system there are with
even and odd S. The quantity S takes 2s 4+ 1 values: 2s,2s — 1,...0. For
any given S there are 25 + 1 states differing in the value of the z-component
of the spin ((2s + 1)? different states altogether). Let s be integral. Then,
among the 2s + 1 values of S, s+ 1 are even and s odd. The total number
of states with even S is equal to the sum

> @S+ 1) =(2s+1)(s+1);

5=0,2,...,2s

the remaining s(2s+ 1) states have odd S. Similarly, we find that, when s is
half-integral, there are s(2s+1) states with even values of S and (s+1)(2s+1)
with odd values.

PROBLEMS
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1. Determine the exchange splitting of the energy levels of a system of two
electrons, regarding the interaction of the electrons as a perturbation.

SOLUTION. Let the particles be (when their interaction is neglected) in states
with orbital wave functions ¢1(r1) and pa(72). The states of the system with total
spin S = 0 and S = 1 correspond to symmetrized and antisymmetrized products
respectively:

= \}i [p1(r1)pa(re) £ 1(r2)p2(r1)].

The mean value of the operator of the interaction U(ry — 71) of the particles in
these states is A £+ J, where

A= / / Ul (1) Plipa () PdVadVa,

J= / / Ui (1) (r2) 0a(r2) 03 (r1)AVidV2

the latter being called the exchange integral. Omitting the additive constant A,
which is not an exchange term, we therefore find the level shifts AEy = J, AFE; =
—J (where the suffix indicates the value of S). These quantities can be represented
as the eigenvalues of the spin exchange operator”)

Vexeh = —(1/2)J (1 + 481 52) (1)

the eigenvalues of the product 8185 are derived in §56, Problem 2.

If the electrons belong to different atoms, for example, the exchange integral
decreases exponentially with increasing distance R between the atoms. It is clear
from the form of the integrand that this integral is determined by the “overlap”
of the wave functions of the states yi(r1) and p2(r2); using the asymptotic law
of decrease of the wave functions of states of a discrete spectrum (cf. (21.6)), we
find that

1 1
J~vexp(=(sa +om)R), =2 v2m|B], s = 2y/2m|E,

where F1 and E5 are the energy levels of the electron in the two atoms.

2. The same as Problem 1, but for a system of three electrons.

SOLUTION. Using formula (1), Problem 1, we can write the operator of pair-
wise exchange interaction in a system of three electrons as

‘//\:exch = - Z Jab(1/2 =+ 2§a§b) (1)

where the summation is over pairs of particles 12, 13 and 23. The matrix elements
of the operators 38,8, between states with different values of the pair of numbers
04,0 are given by formulae (55.6) as

(1/2,1/2|8086|1/2,1/2) = 1/4, (1/2, —1/2|sa8|1/2, —1/2) = —1/4,

®) First used by Dirac.
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(1/2, —1/2|sa8p| — 1/2,1/2) = 1/2.

We first determine the energy corresponding to the greatest possible value of
the total-spin component My = 01+ 02+ 03, viz. Mg = 3/2. This gives the energy
of the state with total spin S = 3/2. On calculating the corresponding diagonal
matrix element of the operator (1), we find

AE3/2 = _(JIQ + J13 + J23).

Next we take states with My = 1/2 This value can occur in three ways, de-
pending on which of the numbers o1, 09,03 is —1/2 (the other two being 1/2).
Thus for these states we should have a secular equation of the third degree. The
calculation can, however, be simplified immediately by noting that one of the roots
of this equation must correspond to the energy already found for the state with
S = 3/2, and the secular equation must therefore have the factor AE — AFj3/5. In
this way the calculation of the free term in the cubic equation can be avoided.®)

The leading terms of the equation are found to be

(AE)?’ + (J12 + J13 + JQg)(AE)2+
+ [Ji2J13 + Ji2Jaz + JizJoz — (Jiy + Jis + J53)]AE + -+ - = 0,

Dividing by AE + Ji2 + J13 + Joz, we find the two energy levels corresponding to
states with spins S = 1/2:

AEyjy = £[J3y + Jis + J35 — Ji2J13 — JiaJos — Ji3Jas] /2.

Thus there are three energy levels, in accordance with the calculation in §63,
Problem 1
3. In which states can the ®Be nucleus decay into two a-particles?
SOLUTION. Since the a-particle has no spin, a system of two -particles can
only have an even orbital angular momentum (equal to the total angular momen-
tum), and its states are even. The decay in question is therefore possible only from
even states of the ®Be nucleus with even total angular momentum.

§ 63. Symmetry with respect to interchange

By considering a system composed of only two particles, we have been
able to show that its coordinate wave functions (71, 73) for the stationary
states must be either symmetrical or antisymmetrical. In the general case of
a system of an arbitrary number of particles, the solutions of Schrodinger’s

6) This device is particularly useful in similar calculations for systems with a larger
number of particles.
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equation (the coordinate wave functions) need not necessarily be either sym-
metrical or antisymmetrical with respect to the interchange of any pair of
particles, as the complete wave functions (which include the spin factor) must
be. This is because an interchange of only the coordinates of two particles
does not correspond to a physical interchange of them. The physical identity
of the particles here leads only to the fact that the Hamiltonian of the sys-
tem is invariant with respect to the interchange of the particles, and hence, if
some function is a solution of Schrodinger’s equation, the functions obtained
from it by various interchanges of the variables will also be solutions.

Let us first of all make some remarks regarding interchanges in general.
In a system of N particles, N! different permutations in all are possible.
If we imagine all the particles to be numbered, each permutation can be
represented by a definite sequence of the numbers 1,2,3,.... Every such
sequence can be obtained from the natural sequence 1,2,3,... by successive
interchanges of pairs of particles. The permutation is called even or odd,
according as it is brought about by an even or odd number of such inter-
changes. We denote by the P operators of permutations of NV particles, and
introduce a quantity 6 P which is +1 if is an even permutation and —1 if it is
odd. If ¢ is a function symmetrical with respect to all the particles, we have

Py =,
while, if ¢ is antisymmetrical with respect to all the particles, then
Pp = dpp.
From an arbitrary function ¢(7y, 79, ..., 7y), we can form a symmetrical
function by the operation of symmetrization, which can be written
Psym = const Z Po, (63.1)
P

where the summation extends over all possible permutations. The formation
of an antisymmetrical function (an operation sometimes called alternation)
can be written as

Pant = const Z 0pP,. (63.2)
P

Let us return to considering the behaviour, with respect to permutations,
of the wave functions ¢ of a system of identical particles.”) The fact that the

7) From the mathematical point of view, the problem is to find irreducible representa-
tions of the permutation group. A detailed account of the mathematical theory of permu-
tation (or symmetry) groups is given by H. Weyl, The Theory of Groups and Quantum
Mechanics, Methuen, London 1931; M. Hamermesh, Group Theory and its Application to
Physical Problems, Pergamon, London, 1962; I. G. Kaplan, Symmetry of Many-FElectron
Systems, Academic Press, New York, 1974.
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Hamiltonian H of the system is symmetrical with respect to all the particles
means, mathematically, that H commutes with all the permutation operators
P. These operators, however, do not commute with one another, and so they
cannot be simultaneously brought into diagonal form. This means that the
wave functions ¢ cannot be so chosen that each of them is either symmetrical
or antisymmetrical with respect to all interchanges separately.®)

Let us try to determine the possible types of symmetry of the functions
o(r1,re,...,ry) of N variables (or of sets of several such functions) with
respect to permutations of the variables. The symmetry must be such that it
cannot be increased, i.e. such that any additional operation of symmetriza-
tion or alternation, on being applied to these functions, would reduce them
either to linear combinations of themselves or to zero identically.

We already know two operations which give functions with the greatest
possible symmetry: symmetrization with respect to all the variables, and
alternation with respect to all the variables. These operations can be gener-
alized as follows.

We divide the set of all the N variables 71,75, ..., 7y (or, what is the same
thing, the suffixes 1,2,3,..., N) into several sets, containing Ny, Na, ... el-
ements (variables); Ny + Ny 4+ --- = N. This division can be conveniently
shown by a diagram (known as a Young diagram) in which each of the num-
bers Ny, Na, ... is represented by a line of several cells (thus, Fig. 21 gives a
diagram of the divisions 6 +4+4+3+3+1+1land 7T+5+5+3+1+1
for N = 22); one of the numbers 1,2, 3, ... is to be placed in each square. If
we place the lines in order of decreasing length (as in Fig. 10), the diagram
contains not only successive horizontal rows, but also vertical columns.

Let us symmetrize an arbitrary function ¢(rq, e, 7y) with respect to the
variables in each row. The alternation operation can then be performed only

with respect to the variables in dif-
[ ] [ ] ferent rows; alternation with respect
to a pair of variables in the same row
clearly gives zero identically.

Having chosen one variable from
— each row, we can, without loss of
— — generality, regard them as being in

the first cells in each row (after sym-
FIG.21 metrization, the order of the vari-
ables among the cells in each row is immaterial); let us alternate with respect
to these variables. Having then deleted the first column, we alternate with

8) Except for a system of only two particles, where there is a single interchange operator,
which can be brought into diagonal form simultaneously with the Hamiltonian.
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respect to variables chosen one from each row in the thus “curtailed” dia-
gram; these variables can again be regarded as being in the first cells of the
“curtailed” rows. Continuing this process, we finally have the function first
symmetrized with respect to the variables in each row and then alternated
with respect to the variables in each column. After alternation, of course,
the function in general ceases to be symmetrical with respect to the variables
in each row. The symmetry is preserved only with respect to the variables
in the cells of the first row which project beyond the other rows.

Having distributed the N variables in various ways among the rows of a
Young diagram (the distribution among the cells in each row is immaterial),
we thus obtain a series of functions, which are transformed linearly into one
another when the variables are permuted in any manner.”) However, it
must be emphasized that not all these functions are linearly independent;
the number of independent functions is in general less than the number of
possible distributions of the variables among the rows of the diagram. We
shall not pause here, however, to discuss this more closely.'’)

Thus any Young diagram determines some type of symmetry of functions
with respect to permutations. By constructing all the possible Young dia-
grams (for a given N), we find all possible types of symmetry. This amounts
to dividing the number N in all possible ways into a sum of smaller terms,
including the number N itself; thus for N = 4 the possible partitions are
4,34+1,24+224+14+1,14+14+1+1.

To each energy level of the system we can make correspond a Young
diagram which determines the permutational symmetry of the appropriate
solutions of Schrodinger’s equation; in general, several different functions
correspond to each value of the energy, and these are transformed linearly
into each other by permutations. The existence of this “permutational de-
generacy” is related to the fact that the operators P each commute with the
Hamiltonian but not with one another (see the middle of §10). However, it
must be emphasized that this does not signify any additional physical de-
generacy of the energy levels. All these different coordinate wave functions,
multiplied by the spin functions, enter into a single definite combination—
the complete wave function—which satisfies (according to the spin of the

9) It would be possible to perform the symmetrization and alternation in the reverse
order: to alternate with respect to the variables in each column, and then to symmetrize
with respect to those in the rows. This, however, would give effectively the same thing,
since the functions obtained by the two methods are linear combinations of one another.

10y The independent functions that are transformed into linear combinations of one an-
other form the basis of an irreducible representation of the permutation group. Their
number is the dimension of the representation. For particles with spin 1/2 the number is
derived in Problem 1 below.
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particles) the condition of symmetry or antisymmetry.

Among the various types of symmetry there are always (for any given V)
two to each of which only one function corresponds. One of these corresponds
to a function symmetrical with respect to all the variables, and the other to
one which is similarly antisymmetrical; in the first case, the Young diagram
consists of a single row of N cells, and in the second case of a single column.

Let us now consider the spin wave functions x(oy,09,...,0x). Their
kinds of symmetry with respect to permutations of the particles are given
by the same Young diagrams, with the components of the spins of the parti-
cles taking the part of variables. There arises the question of what diagram
must correspond to the spin function for a given diagram of the coordinate
function. Let us first suppose that the spin of the particles is integral. Then
the complete wave function ¢ must be symmetrical with respect to all the
particles. For this to be so, the symmetry of the spin and coordinate func-
tions must be given by the same Young diagram, and the complete wave
function v is expressed as definite bilinear combinations of the two; we shall
not here pause to examine more closely the problem of constructing these
combinations.

Next, suppose the spin of the particles to be half-integral. Then the com-
plete wave function must be antisymmetrical with respect to all the particles.
It can be shown that, for this to be so, the Young diagrams for the coordinate
and spin functions must be in dual relation, i.e. obtained from each other by
interchanging rows and columns (as in the two diagrams shown in Fig. 10)

Let us consider in more detail the important case of particles with spin
1/2 (electrons, for instance). Each of the spin variables o1, 09, ... here takes
only the two values +1/2. Since a function antisymmetrical with respect
to any two variables vanishes when these variables take the same value, it
is clear that the function y can be alternated only with respect to pairs of
variables; if we alternate with respect to even three variables, two of them
must always take the same value, so that we have zero identically.

Thus, for a system of electrons, the Young diagrams for the spin functions
can contain columns of only one or two cells (i.e. only one or two rows); in the
Young diagrams for the coordinate functions, the same is true of the number
of columns. The number of possible types of permutational symmetry for a
system of N electrons is therefore equal to the number of possible partitions
of the number N into a sum of ones and twos. When N is even, this number
is N/2+1 (partitions with 0, 1, ..., N/2 twos), while if N is odd it is (N+1)/2
(partitions with 0,1,..., (N —1)/2 twos). Thus, for instance, Fig. 11 shows
the possible Young diagrams (coordinate and spin) for N = 4.

It is easy to see that each of these types of symmetry (i.e. each of the
Young diagrams) corresponds to a definite total spin S of the system of
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electrons. We shall consider the spin functions in spinor form, i.e. as spinors
™ of rank N, whose indices (each of which corresponds to the spin of an
individual particle) will be the variables that are arranged in the cells of the
Young diagrams. Let us examine the

Young diagram consisting of two rows |
with N1 and N2 cells (Nl + N2 = N, )
and N7 > N,). In each of the first L
Ny columns there are two cells, and the
spinor must be antisymmetrical with re-
spect to the corresponding pairs of in- L]
dices. With respect to the indices in the S=2 S=1 S=0
last n = N; — Ny cells in the first row, FIG 22

however, it must be symmetrical. As we ’

know, such a spinor of rank NN reduces to a symmetrical spinor of rank n,
to which there corresponds a total spin S = n/2. Returning to the Young
diagrams for the coordinate functions, we can say that the diagram with n
rows each of one cell corresponds to a total spin S = n/2. For even N, the
total spin can take integral values from 0 to N/2, while for odd N it can take
half-integral values from 1/2 to N/2, as it should.

y L] [

We emphasize that this one-to-one correspondence between the Young
diagrams and the total spin holds only for systems of particles with spin 1/2;
we have seen this, for a system of two particles, in the previous section. For
a system of N particles with spin s, the spin wave function is made up of a
product of N symmetrical spinors of rank 2s, i.e. is a spinor of rank 2Ns.
If this spinor is symmetrized according to a particular Young diagram of N
cells, we can usually construct from the independent components of the sym-
metrized spinor several sets of linear combinations, each set corresponding
to a different total spin S of the system.

In the same way as the Young diagram for the spin functions of particles
with spin 1/2 cannot contain columns of more than two cells, so for particles
with any spin s the columns cannot contain more than 2s 4 1 cells.

If the number N of particles in the system is an integral multiple of
2s + 1, the possible Young diagrams include a rectangle with 2s + 1 cells in
each column. This corresponds to one definite value of the total spin, S = 0.
Hence we can conclude that the same value of S corresponds to any two
(spin) Young diagrams which can be fitted together to form a rectangle of
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height 2s + 1.'") This is a simple consequence of the fact that the addition
of two angular momenta can give zero only if they have the same absolute
magnitude.

To conclude this section, let us return to the fact already mentioned in the
footnote at the end of §20 that, for a system of several identical particles, we
cannot assert that the wave function of the stationary state of lowest energy
is without nodes. We can now amplify this statement and elucidate its origin.

The wave function (that is, the coordinate function), if it has no nodes,
must certainly be symmetrical with respect to all the particles; for, if it were
antisymmetrical with respect to the interchange of any pair of particles 1, 2,
it would vanish for r; = ry. If, however, the system consists of three or more
electrons, no completely symmetrical coordinate wave function is possible
(the Young diagram of the coordinate function cannot have rows with more
than two cells). Thus, although the solution of Schrodinger’s equation which
corresponds to the lowest eigenvalue is without nodes (by the theorem of
the variational calculus), this solution may be physically inadmissible; the
smallest eigenvalue of Schrodinger’s equation will not then correspond to the
normal state of the system, and the wave function of this state will in general
have nodes. For particles with a half-integral spin s, this situation occurs in
systems with more than 2s+ 1 particles. For systems of bosons, a completely
symmetrical coordinate wave function is always possible.

PROBLEMS

1.Determine the number of energy levels with different values of the total spin
S, for a system of N particles with spin 1/2.

SOLUTION. A given value of the projection of the total spin of the system,
Mg = > o, can be obtained in

N!
(5 + Ms)! (§ — Ms)!
ways, with N/2 + Mg particles taken to have ¢ = 1/2 and the remainder o =
—1/2. To each energy level with a given S, there correspond 25 + 1 states with

Mg=25,5—1,...,—5. Hence it is easy to see that the number of different energy
levels with a given value of S is

f(Ms) =

NI(2S +1)

S = 1S =S )= gy gy

1) For example, the two diagrams (for s = 1):

!

|
=1
| | | | |

IS N R L1 - _L_J

The continuous and broken lines show the complementary diagrams.
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The total number of different energy levels is

for even N, and
SO -
2/ (B!
for odd N.

2. Find the values of the total spin S that occur for various types of symmetry
of the spin functions of a system of two, three or four particles with spin 1.

SOLUTION. For two particles, the correspondence is established by the fact
that the factor by which the spin function is multiplied when the particles are
interchanged must be (—1)2579 (see the end of §62). For particles with spin s = 1

this gives
(@ | ] (b) H (1)

S=1

The Young diagrams for a system of three particles are obtained by adding to
the diagrams (1) one cell in every possible way. The result may be written as the
symbolic equations

(a) (b)
(L]« O - LI + |

1,1,2,3

(b

)
« L = |
5 -

1

()

0,1,2

The values of S are shown beneath each diagram, and the values of the total spin of
the system of three particles (the diagrams on the right) are found from the spins
of the two-particle and one-particle systems (the diagrams on the left) by the rule
of addition of angular momenta.'?) The distribution of the resulting values of
S among the diagrams on the right is established by noting that diagram (¢) (a
column of three cells) corresponds to S = 0, and (b) therefore to the remaining

12) The repetition of 1 beneath the right-hand diagrams occurs because this value of the
angular momentum comes firstly from adding the angular momenta 0 and 1, and secondly
from adding 2 and 1.
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values 1 and 2 in the second equation, while (a) belongs to the values 1 and 3 that
are left after (b) has been labelled in the first equation:

@ T[] | (c)

S=13 (2)

S=0

The Young diagrams for a system of four particles are obtained by adding one cell
to the diagrams (2), with the condition that no column should contain more than
three cells:

() (b)
[EDXD:DID+BII

1,3 1
0,1,2.2,3,4
(0) (c) (d)
‘ X D = ‘ ‘ + + ‘
1,2 1 o I
0,1,1,2,2,3

« L) = |

1

0 1

Diagram (c) can be added to (a) in (1) to form a rectangle with three-cell columns,
and therefore corresponds to the same values S = 0,2. The values of S for diagram
(b) are found from the remainder of the second equation, and then those for (a)
from the remainder of the first equation:

@LL1T] o [[] © @[]

S=0,24

$=1,23 S=0,2 B
S=1

§ 64. Second quantization. The case of Bose statistics

In the theory of systems consisting of a large number of identical par-
ticles, there is a widely used method of considering the problem, known as
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second quantization. This method is especially necessary in relativistic the-
ory, where we have to deal with systems in which the number of particles is
itself variable.'?)

Let ¢1(§),¢2(€), ... be some complete set of orthogonal and normalized
wave functions of stationary states of a single particle.'?) These may be
states of a particle in some arbitrarily chosen external field, but are usually
taken to be simply plane waves, i.e. the wave functions of a free-particle
having definite values of the momentum (and spin projection). In order to
make the spectrum of states discrete, we shall consider the motion of particles
in a large but finite region, for which the eigenvalues of the momentum
components form a discrete series, the intervals between adjacent values being
inversely proportional to the linear dimensions of the region and tending to
zero as these increase.

In a system of free particles, the particle momenta are separately con-
served. The occupation numbers of the states are therefore also conserved,
i.e. the numbers Ny, No,... which show how many particles are in each of
the states 11,19, .... In a system of interacting particles, the momentum of
each particle is not conserved, and so the occupation numbers are not con-
served. For such a system we can consider only the probability distribution
of the various values of the occupation numbers. Let us seek to construct a
mathematical formalism in which the occupation numbers (and not the co-
ordinates and spin projections of the particles) play the part of independent
variables.

In this formalism, it is convenient to use the Dirac notation (see the
end of §11), taking Ny, Ny, ... as quantum numbers defining the state. The
states corresponding to the wave functions (61.3) and (61.5) will be denoted
by |N1, Na,...). The coordinate and spin variables of the particles are not
shown explicitly.

In accordance with this choice of the independent variables, the operators
of the various physical quantities (including the Hamiltonian of the system)
must be formulated in terms of their action on functions of the occupation
numbers. Such a formulation can be obtained on the basis of the usual
matrix representation of operators. The operator matrix elements must be
considered in relation to the wave functions of the stationary states of a
system of non-interacting particles. Since these states can be described by

13) The method of second quantization was developed by P. A. M. Dirac (1927) for
photons in radiation theory, and later extended to fermions by E. Wigner and P. Jordan
(1928).

14) Asin §61, ¢ denotes the set of the coordinates and the spin projection o of the particle,
and integration with respect to £ is taken to mean integration over the coordinates and
summation over o.
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specifying definite values of the occupation numbers, this will also show the
nature of the action of the operators on these variables.

Let us first consider systems of particles obeying Bose statistics. Let ﬂl)
be the operator of some quantity pertaining to the ath particle, i.e. acting
only on functions of the variables £,. We introduce the operator

FO=3%" (64.1)

which is symmetrical with respect to all the particles (the summation being
over all particles), and determine its matrix elements with respect to the wave
functions (61.3). First of all, it is easy to see that the matrix elements will be
different from zero only for transitions which leave the numbers Ny, N, ...
unchanged (diagonal elements) and for transitions where one of these num-
bers is increased, and another decreased, by unity. For, since each of the oper-
ators £ acts only on one function in the product Upy (1)Wp, (&2) - . py (E),
its matrix elements can be different from zero only for transitions whereby
the state of a single particle is changed; this, however, means that the num-
ber of particles in one state is diminished by unity, while the number in
another state is correspondingly increased. The calculation of these matrix
elements is in principle very simple; it is easier to do it oneself than to follow
an account of it. Hence we shall give only the result of this calculation. The
non-diagonal elements are

(Niy Ny, — 1{/FOIN, = 1, Ny.) = £ /N, Ny, (64.2)

We shall indicate only those suffixes with respect to which the matrix element

is non-diagonal, omitting the remainder for brevity. Here fl.(k1 ) is the matrix
element

70 = [wofueas (643)

since the operators f(gl) differ only in the naming of the variables on which
they act, the integrals (64.3) are independent of a, which is therefore omitted.
The diagonal matrix elements of F'(!) are the mean values of the quantity ()
in the states Wy, n,... Calculation gives

FO=3%" VN, (64.4)

We now introduce the operators @;, which play a leading part in the
method of second quantization; they act, not on functions of the coordinates,
but on functions of the occupation numbers. By definition, the operator a;
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acting on the function |[N1, N2, ...) decreases the value of the variable N; by
unity, and at the same time it multiplies the function by /N;:'?)

ai’Nl,NQ,...,NZ‘,...> - \/Ni’Nl,N27...,Ni—1,...>. (645)

We can say that the operator a; diminishes by one the number of particles
in the ith state; it is therefore called a particle annihilation operator. It can
be represented in the form of a matrix whose only non-zero element is

(N; — 1|a;|N;) = /N, (64.6)

The operator aj which is the Hermitian conjugate of @; is, by definition
(see (11.9)), represented by a matrix whose only non-zero element is

(Ni|al |N; — 1) = (N; — 1]a;|N))* = /N (64.7)

This means that, when acting on the function ®(Ny, Ny, ...). it increases
the number N; by unity:

al Ny, Ny,... Ni,...) = /N;+1|Ny, Ny, ... Ny +1,...). (64.8)

In other words, the operator Ej» increases by one the number of particles in

the 7th state, and is therefore called a particle creation operator.

The product of the operators @' d;, acting on the wave function, must mul-

tiply it by a constant simply, leaving unchanged all the variables Ny, Ns, .. .:
the operator @; diminishes N; by unity, and E;r then restores it to its original
value. Direct multiplication of the matrices (64.6) and (64.7) shows that a.a;
is represented, as we should expect, by a diagonal matrix whose diagonal
elements are N;. We can write

ala; = N;. (64.9)

(2

Similarly, we find that
aal = N, + 1. (64.10)
The difference of these equations gives the commutation rule for the op-
erators @; and @
a;al —ala; = 1. (64.11)
The operators with ¢ and & different act on different variables (N; and Ny),
and commute:

Q. —aga; =0, @a, —ara; =0, i#k (64.12)

15) Here we use the notation @ |m) with the natural sense of the result of the operator @

acting on the state wave function |m).
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From the above properties of the operators a;, a it is easy to see that the
operator

= Z = rVata, (64.13)
i,k

is the same as the operator (64.1). For all the matrix elements calculated
from (64.6), (64.7) are the same as the elements (64. 2) (64 4). This is a very
important result. In formula (64.13), the quantities f .. are simply numbers.
Thus we have been able to express an ordinary operator, acting on functions
of the coordinates, in the form of an operator acting on functions of new
variables, the occupation numbers V;.

The result which we have obtained is easily generalized to operators of

other forms. Let
=> "7, (64.14)

a>b

where f ., 1s the operator of a physical quantity pertaining to two particles
at once, and hence acts on functions of £, and &,. Similar calculations show
that this operator can be expressed in terms of the operators 61»,61 by

Z <zk\f |lm alalan,a, (64.15)

zk@m
where

(k| fOim) = / / B EUH(E) FOE o (62)dErdEs.

The generalization of these formulae to operators of any other form symmet-
rical with respect to all the particles (of the form F'®) = foliz, etc.) is
obvious.

These formulae can be used to express, in terms of the operators a; and
a!, the Hamiltonian of the physical system of N identical interacting par-
ticles that is being considered. The Hamiltonian of such a system is, of
course, symmetrical with respect to all the particles. In the non-relativistic
approximation,'®) it is independent of the spins of the particles, and can be
represented in a general form as follows:

ZH jLZU(2 Ty, Tp) Z U(3)(ra,rb,rc)+... (64.16)

a>b a>b>c

Here H is the part of the Hamiltonian which depends on the coordinates
of the ath particle only:

HY = —— A, +UD(r,). (64.17)
m

16) n the absence of a magnetic field.
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where U (r,) is the potential energy of a single particle in the external field.
The remaining terms in (64.16) correspond to the mutual interaction energy
of the particles; the terms depending on the coordinates of two, three, etc.
particles have been separated.

This representation of the Hamiltonian enables us to apply formulae
(64.13), (64.15) and their analogues directly. Thus

o SUSGE . dafa A

H = Z Hi(,i)ajak + 3 Z <zk|U(2)|lm> alal amay . .. (64.18)
ik i,k,lm

This gives the required expression for the Hamiltonian in the form of an

operator acting on functions of the occupation numbers.

For a system of non-interacting particles, only the first term in the ex-
pression (64.18) remains:

H=>"Hyala. (64.19)

ik

If the functions 1); are taken to be the eigenfunctions of the Hamiltonian
H® of an individual particle, the matrix H .(kl) is diagonal, and its diagonal
elements are the eigenvalues ¢; of the energy of the particle. Thus,

i

7 § : St

H= EiQ; Qg
i

replacing the operator ajal- by its eigenvalues (64.9), we have for the energy
levels of the system the expression

E= ZEZNZ

a trivial result which could have been foreseen.
The formalism which we have developed can be put in a more compact
form by introducing the v-operators'”)

DO =D wlOm 97(e) = vyl (64.20)

17) Note the analogy between (64.20) and the expansion

U= ity

of any wave function in terms of a complete set of functions. Here it is “re-quantized”,
and this is the reason for the term second quantization method.
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where the variables ¢ are regarded as parameters. By what has been said
above concerning the operators a;, a}, it is clear that the operator v decreases
the total number of particles in the system by one, while JT increases it by
one. R

It is easy to see that the operator ¥1(&) creates a particle at the point
&o. For the result of the action of the operator a} is to create a particle in a
state with wave function v;(£). Hence it follows that the result of the action
of the operator {D\T(&]) is to create a particle in a state with wave function

Z¢ J¥i(&o) = 6(€ — &),

which corresponds to a particle with definite values of the coordinates (and
spin). Here we have used formula (5.12).'%)
The commutation rules for the 1 operators are obtained at once from

T

those for the operators a;, a,:

&(5)&(5’) - &(5')&(5) =0, (64.21)
YOV - sz =5 —¢). (64.22)

The second-quantized operator F' FM can be written by means of the v
operators in the form

PO — / JHETVD(E)de (64.23)

where it is understood that the operator f £ acts on functions of the param-
eters € in w(ﬁ) For, substituting ¢ and 9" in the form (64.20) and using the
definition (64.3), we return to (64.13). Similarly, (64.15) becomes

=5 [[ e e, (64.24)

In particular, the Hamiltonian of the system, expressed in terms of the v
operators, is

~

i~ [{- 1 a@atio+ Movveie
+5 [[ PO EUAEOTOTEEE + .. (6125)

18) §(¢ — &) conventionally denotes the product
5(:E - xO)d(y - yO)d(z - 20)5000'
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The operator &T(f){ﬁ\(f), constructed from the ¢ operators by analogy
with the product 1*1 which determines the probability density for a particle
in a state with wave function 1, is called the particle density operator. The
integral

N = / hbde (64.26)

represents in the second-quantization formalism the operator of the total
number of particles in the system. For, substituting the 1 operators in the
form (64.20) and using the normalization and the orthogonality of the wave

functions, we have
> . /\T/\
N = g a; a;.

Each term in this sum is the operator of the number of particles in the ith
state; according to (64.9), its eigenvalues are equal to the occupation numbers
N;, and the sum of all these numbers is the total number of particles in the
system.'?)

Lastly, if the system consists of bosons of various kinds, operators @ and @'
for each kind of particle must be defined in the second quantization method.
It is evident that operators pertaining to particles of different kinds commute.

§ 65. Second quantization. The case of Fermi statistics

The basic theory of the method of second quantization remains wholly
unchanged for systems of identical fermions, but the actual formulae for the
matrix elements of quantities and for the operators a; are naturally different.

The wave function ¢y, n,... now has the form (61.5). Because of the an-
tisymmetry of this function, the question of its sign arises first of all. This
question did not arise in the case of Bose statistics, since, because of the
symmetry of the wave function, its sign, once chosen, was preserved under
all permutations of the particles. In order to make definite the sign of the
function (61.5), we shall agree to choose it as follows. We number succes-
sively, once and for all, all the states ;. We then complete the rows of the
determinant (61.5) so that always

pr<p2 <p3<-- <DPN, (65.1)

whilst in the successive columns we have functions of the different variables in
the order &1,&,,...,&y. No two of the numbers py, ps, ... can be equal, since

19y For systems containing a specified number of particles these statements are trivial,
as are the properties of the Hamiltonian (64.19) of a system of free particles. Their
generalization in the relativistic theory, however, yields new results that are by no means

trivial (cf. RQT, §11)



Chap. IX IDENTITY OF PARTICLES 217

otherwise the determinant would vanish. In other words, the occupation
numbers N; can take only the values 0 and 1.

Let us again consider an operator of the form (64.1), F() = 3° U As
in §64, its matrix elements will be non-zero only for transitions where all the
occupation numbers remain unchanged and for those where one occupation
number (NN;) is diminished by unity (becoming zero instead of one) and an-
other (Vi) is increased by unity (becoming one instead of zero). We easily
find that, for ¢ < k,

(15, 04| FM0;,13,) = fi) (—1)Z0HLE=D, (65.2)

where by 0;, 1; we signify N; = 0, N; = 1 and the symbol > (k,[) denotes the
sum of the occupation numbers of all states from the kth to the /th:*")

l

> (k1) => N,

n=~k

For the diagonal elements we obtain our previous formula (64.4):

FO =37 N, (65.3)

In order to represent the operator FO in the form (64.13), the operators
a@; must be defined as matrices whose elements are

(Oilail 1) = (1] af 0;) = (=1)=, (65.4)
On multiplying these matrices, we find, for k > 1,

(1;, O ajak 10;, 1) = (1, O aj |0;, 0%) (0;, Og|ak|0;, 1) =
— (_1>Z(1ﬂ'*1)<_1)Z(1:i*1)+2(i+17k*1)

or
(1;, 04| alag |05, 1) = (—1)20FLE=1), (65.5)

If i = k, the matrix of 6}@; is diagonal, and its elements are unity for N; = 1,
and zero for N; = 0; this can be written

ala; = N;. (65.6)

On substituting these expressions in (64.13), we in fact obtain (65.2), (65.3).

20) For i > k the exponent in (65.2) becomes Y (k + 1,7 — 1). The sum must be taken as
zero when ¢ = k + 1.
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Multiplying Zigfdk in the opposite order, we have

(1;,0;] a;ﬁ} |0, 1x) = (1;, Og|ag|1s, 1) (14, 1g CLZT |0;, 1) =
(=) SR DS LA DS

or
(1;, 04| aral 0;, 1) = —(—1)X0FLE=1), (65.7)

Comparing (65.7) with (65.5), we see that these quantities have opposite
signs, i.e.
G;ar +agal =0, i#k.

For the diagonal matrix @;a!, we find
a0 =1— N, (65.8)
Adding this to (65.6), we obtain
@) +ala; = 1.
Both the above equations can be written in the form
4,05 4+ akd; = 0. (65.9)

On carrying out similar calculations, we find for the products a;a, the rela-
tions
a;ar + aga; = 0, (65.10)

and in particular a;a; = 0.

Thus we see that the operators @; and @y, (or @) for i # k anticommute,
whereas in the case of Bose statistics they commuted with one another. This
difference is perfectly natural. In the case of Bose statistics, the operators a;
and ay were completely independent; each of the operators a; acted only on a
single variable N;, and the result of this action did not depend on the values
of the other occupation numbers. In the case of Fermi statistics, however,
the result of the action of the operator a; depends not only on the number
N; itself, but also on the occupation numbers of all the preceding states, as
we see from the definition (65.4). Hence the action of the various operators
a;, ay, cannot be considered independent.

The properties of the operators ai,aj having been thus defined, all the
remaining formulae (64.13)—(64.18) remain valid. The formulae (64.23)-
(64.25), which express the operators of physical quantities in terms of the -
operators defined by (64.20), also hold good. The commutation rules (64.21),
(64.22), however, are now replaced by

DHEND(E) + D ()P (E) = 5(€ — &), (65.11)
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D(ENVD(E) + P(E)D(E) = 0. (65.12)

If the system consists of particles of different kinds, second quantization
operators must be defined for each kind of particle (as already mentioned at
the end of §64). Operators belonging to bosons and fermions commute; those
belonging to different fermions may formally be regarded as either commu-
tative or anticommutative within the limits of non-relativistic theory. On
either assumption the results obtained by means of the second quantization
method are the same.

However, with a view to later applications in the relativistic theory, which
allows different particles to be transformed into one another, we should as-
sume that the creation and annihilation operators for different fermions an-
ticommute. This becomes evident if we regard as “different” particles two
different internal states of a single complex particle.
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MATHEMATICAL APPENDICES

§ a. Hermite polynomials
The equation
Y —2xy +2ny =0 (a.1)

belongs to a class which can be solved by what is called Laplace’s method.?")
This method is applicable to any linear equation of the form

m bm T m Y
Z(a + by, x) P 0

m=0

whose coefficients are of degree in x not higher than the first, and consists in
the following procedure. We form the polynomials

Pt) = i ant™ Qt) = i bt
m=0 m=0

and from them the function
1 P
Z(t :—exp/—dt7
(t) 0 0

which is determined to within a constant factor. Then the solution of the
equation under consideration can be expressed as a complex integral:

y:/Z(t)e“”tdt,
c

where the path of integration C' is taken so that the integral is finite and
non-zero, and the function

V =e"QZ

returns to its original value when ¢ describes the contour C' (which may be
either closed or open).

21) See, for instance, E. Goursat, Cours d’Analyse Mathematique, Vol. I, Gauthier-
Villars, Paris; V. I. Smirnov, Course of Higher Mathematics, Vol. 111, Part 2, Pergamon,

Oxford, 1964.

221
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In the case of equation (a.1) we have

P=t*+2n Q=-2t, Z= ﬁeﬁ/{ V= iext—t2/4’

2\ dt
y = /exp (xt - Z) T (a.2)

For physical applications we need only consider values n > —1/2. For
these values the contour of integration can be taken as C; or Cy (Fig. 12);
these satisfy the required conditions?”) , since the function V' vanishes at
their ends (t = +o00 or t = —00).

Let us find the values of the parameter n for which equation (a.l) has
solutions finite for all finite x, which tend to infinity, as * — 400, not more
rapidly than every finite power of z. First, we consider non-integral values of
n. The integrals (a.2) along Cy and Cj then give two independent solutions
of equation (a.1). We transform the integral along C by introducing the
variable u such that ¢t = 2(z — w). Omitting a constant factor, we find

so that its solution is

22 e*"2
yYy=ce /C/ mdu, (a3)

where the integration is taken over the contour C] in the complex plane of
u, as shown in Fig. 13.

C ¢
e h— e
— > ~/
C ® ¥
i
FIG. 52 FIG. 53

As x — 400, the whole path of integration C] moves to infinity, and
the integral in (a.3) tends to zero as e . As z — —oo, however, the path

22) These paths will not serve for negative integral n, since the integral (a.2) along them

then vanishes identically.
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of integration extends along the whole of the real axis, and the integral in
(a.3) does not tend exponentially to zero, so that the function y(z) becomes
infinite essentially as e’ Similarly, it is easy to see that the integral (a.2)
along the contour Cy diverges exponentially as x — +400.

For positive integral n (including zero), on the other hand, the integrals
along the straight parts of the path of integration cancel, and the two integrals
(a.3), along C] and C%, reduce to an integral along a closed path round the
point u = x. Thus we have the solution

2

y(z) = e j{ (Ldu

w— )t

which satisfies the conditions stated. According to Cauchy’s well-known for-
mula for the derivatives of an analytic function,

1) = g f Y

Comi ) (t—a)ntl
y(x) is, apart from a constant factor, an Hermite polynomial:

22 d” 2

H,(x) =(—-1)"e We_x : (a.4)

The polynomial H,, expanded in decreasing powers of x, has the open
form
n(n —1)(n —2)(n —3)
1-2

n(n—1)

H,(z) = (22)" — N

(22)" % + (22)" " — ...
(a.5)
It contains only powers of x which are of the same parity as n. We may write

out here the first few Hermite polynomials:

Hy=1,H, = 2x, Hy = 42> —2, Hy = 82° — 12z, H, = 162* —482*+12. (a.6)

To calculate the normalization integral, we replace e™ H,, by its expres-
sion in (a.4) and integrate n times by parts:

—+00 +oo dr 0 d"H
—z2 172 _ _1\n —z2 — —x2 n
/ e " H(x)dr = / (—1) Hn(x)—dxne dz / e — dz

—00 —00 —00

But d"H,,/dx" is a constant, 2"n!. Thus

+oo
/ e H?(x)dr = 2"nly/m. (a.7)

[e.e]
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§ b. The Airy function

The equation
y'—zy=0 (b.1)

is of Laplace’s type (see §a). Following the general method, we form the
functions

P=t, Q=-1, Z=—exp(—t*/3), V =exp(at—1t*/3),

so that the solution can be represented in the form

y(x) = const - /Cexp(xt —t%/3)dt, (b.2)

The path of integration C' must be chosen so that the function V' vanishes
at both ends of it. These ends must therefore go to infinity in the regions of
the complex plane of ¢ in which Re(#?) >
0 (the shaded regions in Fig. 14).

A solution finite for all z is obtained
by taking the path C' as shown in the fig-
ure. It can be displaced in any manner
provided that the ends of it go to infin-
ity in the same two shaded sectors (I and
III in Fig. 14). We notice that, by tak-
ing a path which lay in sectors I and II
(say), we should obtain a solution which
becomes infinite as z — oc.

Deforming the path C' so that it goes
along the imaginary axis, we obtain the
function (b.2) in the form (substituting
t =iu)

o 1 [ u?
(r) = %/0 Cos (uas + §> du.
(b.3)
The constant in (b.2) has been put equal to —i/2+/7t, and we have denoted
the function thus obtained by ®(x); it is called the Airy function.*)

23) We follow the definition proposed by V. A. Fok; see G. D. Yakovleva, Tablitsy funktsii
Erit (Tables of Airy Functions), Nauka. Moscow, 1969. The function ®(z) is one of two
defined by Fok, who denotes it by V(x). In the literature, another definition of the Airy
function is also found, which differs from (b.3) by a constant factor: Ai(z) = ®(z)/\/.
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The asymptotic expression for ®(x) for large values of x is obtained by
calculating the integral (b.2) by the saddle-point method. For z > 0, the
exponent in the integrand has an extremum for ¢ = +/x, and the “direc-
tion of steepest descent” of the integrand is parallel to the imaginary axis.
Accordingly, to obtain the asymptotic expression for large positive x, we ex-
pand the exponent in powers of t + 1/z and integrate along the line C; (Fig.
14, which is parallel to the imaginary axis; the distance OA = y/z. Making
the substitution ¢t = —/z + iu, we have

1 Feo 2
O(x) ~ m/ exp (—§$3/2 — \/Euz) du,

whence . )

Thus, for large positive z, the function ®(z) diminishes exponentially.

To obtain the asymptotic expression for large negative values of x, we
notice that, for < 0, the exponent has an extremum for ¢t = iy/|z| and
t = —iy/|z|, and the direction of steepest descent at these points is along
lines at angles —m/4 and 7/4 respectively to the real axis. Taking as the
path of integration the broken line C3 (the distance OB = \/W), we have,
after some simple transformations,

1 . 2 T

Thus, in the region of large negative x, the function ®(x) is oscillatory. We
may mention that the first (and highest) maximum of the function ®(x) is
$(1.02) = 0.95.

The Airy function can be expressed in terms of Bessel functions of order
1/3. The equation (b.1), as can easily be seen, has the solution

2
\/521/3 (5963/2) )

where Z;3(z) is any solution of Bessel’s equation of order 1/3. The solution
which is the same as (b.3) is

VX 2 2 x 2
P(z) = 3 {]—1/3 (§x3/2 — 13 (gx?’/Q))} = 3—7_(K1/3 (§x3/2> for x > 0,

\/ Tt X 2 2
P(z) = 3| | {J_ug <§|x|3/2) + Jiss (§|x\3/2>} for x < 0,

(b.6)




226 LEGENDRE POLYNOMIALS §c

where
7T

I(x)=1"J,(1zx), K,(x) [_,(x)—1,(z)].

2sinvm
Using the recurrence relations

Koa () = Kpia(n) = —2 K, (1),

2K, (1) = =Ky 1(2) — Kypa(2)

we easily find for the derivative of the Airy function

V37T
for z > 0. (b.7)

0\/ \/\ / \ When z = 0,
®(0) v

0.8  32AT(2/3)

10
8 6 4 2 0 274 gy=>"TCB) _ g
N

O(x) x 2

0 Y (z) = ———=Ky3 | —2*?
0 (z) 2/3 (337 )
4

= 0.629,

(b.8)

. FIG.55 . .
Figure. 15 shows a graph of the Airy function.

§ c. Legendre polynomials®')

The Legendre polynomials P,(cos @) are defined by the formula

1 d
P[(COS (9) = ﬁm(cosze — 1)l (Cl)

They satisfy the differential equation

1 d /. dB

The associated Legendre polynomials are defined by

. . d™P(cosf) 1 di+m
Pl (COS 9) = Sin GW = ﬁ S1n ew(COS29 — 1)l (C?))

24) There are in the mathematical literature many good accounts of the theory of spher-
ical harmonics. Here we shall give, for reference, only a few basic relations, and make no

attempt at a systematic discussion of the theory of these functions.



Chap. MATHEMATICAL APPENDICES 227

or, equivalently,

m . m (l + m)' co—m dlim 2 l
Pl (COS 6) = <—1) m S1n HW(COS 0 — 1) s (C4)
with m = 0,1,...,l. The associated polynomials satisfy the equation
1 d apm m?
l(l+1 P =0. 5
s1n0d9( do ) [( - sin? 9} : ()

The normalization integral fjl [P(1)]” dpu(pe = cosB) for the Legendre
polynomials is calculated by substituting (c.1) and integrating [ times by
parts, which gives

—1) 1t 2l 1
S [0 = - = i [ 1

Substitution of u = (14)/2 reduces this integral to Euler’s beta function, and
the result is

[ 1RGP = 5 (c6)

1

Similarly, it is easily seen that the functions P(u) with different [ are orthog-
onal:

/ P) Py = 0,1 4 1. ()

1

The calculation of the normalization integral for the associated Legendre
polynomials is easily effected by a similar method. We write [P (u)]* as a
product of the expressions (c.3) and (c.4), and integrate Im times by parts;

the result is )
2 (I4+m)!
m 2 _
[ P = 5o (c8)

It is also easily seen that the functions P™ with different ! (and the same m)
are orthogonal:

1
| rrwrredn=o. 2. (c9)
1
The calculation of the integrals of products of three Legendre polynomials
is discussed in §107.
The following addition theorem holds for Legendre polynomials. Let ~
be the angle between two directions defined by the spherical angles 6, ¢ and
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0, " : cosy = cosfcost +sinfsin cos(p — ¢'). Then

Pi(cosvy) = Py(cos ) P(cos 0)+
|

+ Z QHPIWL(COS 0)P™(cos ') cosim(p — ¢')]. (c.10)

This theorem can also be written in terms of the spherical harmonic functions
defined by (28.7):

l
’ 4mt * /
Pinn') = 5= 3 Vi (0)Yin(n) (c.11)
m=—1

Here n and m’ are two unit vectors, and Y¥,,(n) denotes the spherical
harmonic function of the polar angle and azimuth of the direction of n relative
to a fixed system of coordinates.

If equation (c.10) is multiplied by Py (cos) and integrated over do =
sin #dfdyp, the integration with respect to ¢ gives zero for all terms on the
right that contain factors cos[m(p — ¢')]; using (c.6) and (c.7), we obtain

47t
20+ 1

/ Py(cos~y)Py(cos@)do = oy Py(cos®').

This result may be written in the symmetrical form

47t
20+ 1

/P[(nln2>Pl/(n1n3)d01 = O P(naongs), (c.12)

where nq, sy, ng are three unit vectors and the integration is with respect

to the direction of n;.
Finally, we give the first few normalized spherical harmonics Y},,:

1 . /3 /3. i
YOOZE’ Yip=1i E_{cos@, Yi4 =+ 8—7_[81n0-ei‘p,

5) 15 )
Yoo = ﬁ(l —3cos?l), Ypi = 14/ 8—710056’51110 et

15 . 7
Yo42 = —4/ 3om sin® 6 - e8P Yio = —iy/ Tom 08 0(5cos? 6 — 3),
Y34 = =i 2 sin 0(5 cos?h — 1)eii¢’
3,41 \/ i :
/105 - /35 .
Va0 = —iy/ 55 cosf sin?f - %% Y54 = 4i o sin3 @ . o*3ie.
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§ d. The confluent hypergeometric function

The confluent hypergeometric function is defined by the series

az ala+1)z?
Floayy,2) =1+ -2 4 25T/~ 4
(@7,2) A1 (1) 2!

which converges for all finite z; the parameter « is arbitrary, while the pa-
rameter 7 is supposed not zero or a negative integer. If « is a negative integer

(or zero), F(«,, z) reduces to a polynomial of degree |a|.
The function F(a, 7, z) satisfies the differential equation

y (d.1)

2u" 4+ (v = 2)u’ — au =0, (d.2)

as is easily seen by direct verification.””) By the substitution v = 2'7uy,
this equation is transformed into another of the same form,

/

2uf 4+ (2—~—2)u) — (a—v+1u; =0. (d.3)

Hence we see that, for non-integral 7, equation (d.2) has also the particular
integral 21 ~7F(a— v+ 1,2 — v, z), which is linearly independent of (d.1), so
that the general solution of equation (d.2) is of the form

u=cF(a,v,2)+cz "Fla—vy+1,2—7,2). (d.4)

The second term, unlike the first, has a singular point at z = 0.
Equation (d.2) is of Laplace’s type, and its solutions can be represented
as contour integrals. Following the general method, we form the functions

Pit)=~t—a, Qt)=tt—1), Z(t)=t""t—-1)">1

so that
U = /etzto‘l(t — 1)t (d.5)

The path of integration must be chosen so that the function V(t) = e'*t*(t —
1)Y= returns to its original value on traversing the path. Applying the same
method to equation (d.3), we can obtain for u a contour integral of another
form:

u=2'"" / T (t — 1) dt.

25) The equation (d.2) with a negative integral v does not require special discussion,
since it can be reduced to a case of positive integral vy by the transformation which gives
equation (d.3).
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The substitution ¢tz — t reduces this integral to the convenient form

u(z) = / ol (t — =)o d, (d.6)
and the corresponding function V' to
V(t) = e'(t — z)"t*dt,

The integrand in (d.6) has in general two singular points, at t = z and t =
0. We take a contour of integration C' which passes from infinity (Ret — —o0)
round the two singular points in the
positive direction and back to infinity
t=21) C (Fig. 16). This contour satisfies the re-
quired conditions, since V() vanishes at
its ends. The integral (d.6), taken along
=00 O the contour C', has no singular point for
z = 0; hence it must be the same, apart
from a constant factor, as the function
F(a, 7, z), which also has no singularity.
For z = 0 the two singular points of the
integrand coincide; according to a well-known formula in the theory of the

gamma function,
1 [, 1
— t77dt = —. d.7
omi /Ce () (d7)

Since F'(a,7,0) =1, it is evident that

I'(v) —ajae
F =—2 [ et —2)" > dt. d.8
O (18)
The integrand in (d.5) has singular points at ¢ = 0 and ¢t = 1

If Re(y — «) > 0, and v is not a positive integer, the path of integration
can be taken as a contour C’ starting from the point ¢ = 1, passing round
the point ¢ = 0 in the positive direction, and returning to t = 1 (Fig. 17);
for Re(y — ) > 0, the function V(¢) returns to its original value of zero
on passing round such a contour.?®) The integral thus defined again has no
singularity for z = 0, and is related to F(a,7, z) by

1 D(1-a)l(y)

F =——

]{ (=) L1 — £—ldr (d.9)

26) If v is a positive integer, C’ can be any contour which passes round both the points

t=0andt=1
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The following remark should be made con-
cerning the integrals (d.8), (d.9). For non-
integral o and ~, the integrands are not one- \\_/
valued functions. Their values at each point ¢’
are supposed chosen in accordance with the
condition that the complex quantity which is
raised to a power is taken with the argument whose absolute value is least.

We may notice the useful relation

FIG. 57

F(OQ/%Z) :eZF</y_Oé7’y; _2)7 (d]_O)

which is obtained at once by substituting ¢ — ¢ + z in the integral (d.8).
We have already remarked that, if & = —n, where n is a positive integer,

the function F'(«, 7, z) reduces to a polynomial. A concise formula can be

obtained for these polynomials. Making in the integral (d.9) the substitution

t — 1 — (t/z) and applying Cauchy’s formula to the resulting integral, we

find

1 L dm

e “Ern, d.11
’y(’y—i—l)...(”y—i—n—l)z edz"(e : ) (d11)

F(—Tl, e Z) =

If also v = a positive integer m, we have the formula

(_1)m71 B dernfl

F=n,m,z) = m(m+1)...(m+n— 1)e dzm+n_1(

e ). (d12)

This formula is obtained by applying Cauchy’s formula to the integral derived
from (d.8) by the substitution t — z — t.

The polynomials F'(—n,m,z),0 < m < n, are (apart from a constant
factor) the generalized Laguerre polynomials

(n})?

LM (z)= ()" F(=(n—m),m+1,2) =

ml(n —m)!
n! z d" —z. n—m __ m n! z_,—m dn= —z. n

The polynomials L for m = 0 are denoted by L,(z) and are called simply
Laguerre polynomials; from (d.13) we have
dn
L))z =¢e"— (e *2").
) = (e
The integral representation (d.8) is convenient for obtaining the asymp-
totic expansion of the confluent hypergeometric function for large z. We
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deform the contour into two contours C; and Cs (Fig. 56), which pass round
the points ¢ = 0 and t = z respectively; the lower branch of 5 and the up-
per branch of '} are supposed to join at infinity. To obtain an expansion in
inverse powers of z, we take (—z)~* outside the parenthesis in the integrand.
In the integral along the contour Cy, we make the substitution t — ¢ + z;
the contour C} is thereby transformed into C; We thus represent the formula
(d.8) as

_ Tk —a
F(a,v,z2) = T —a) (—2) “Gla,a—y+1,—2)+
+ %ezza”(;(v —a,l—a,z), (d.14)
where
G(a,p,z) = N;—;ﬁ) /01 (1 + £>_ P teldt. (d.15)

In raising —z and z to powers in the formula (d.14) we must take the argu-
ments which have the smallest absolute value. Finally, expanding (1+¢/z)~
in the integrand in powers of ¢/z and applying formula (d.7), we have for
G(a, B, z) the asymptotic series

1 1
Gla, B,2) = 1+ % Gy 2352(5 D, (d.16)

Formulae (d.14) and (d.16) give the asymptotic expansion of the function
F(a,v,2).

For positive integral v, the second term in the general solution (d.4) of
equation (d.2) is either the same as the first term (if v = 1) or meaningless
(if ¥ > 1). In this case we can take, as a set of two linearly independent
solutions, the two terms in formula (d.14), i.e. the integrals (d.8) taken
along the contours €y and Cy (these contours, like C', satisfy the required
conditions, so that the integrals along them are solutions of equation (d.2)).
The asymptotic form of these solutions is given by the formulae already
obtained; it remains for us to find their expansion in ascending powers of z.
To do this, we start from equation (d.14) and the analogous equation for the
function 2'™7F(a — v + 1,2 — ~, 2). From these two equations we express
G(a,a — v+ 1,—2) in terms of F(a,7,2) and F(a — v+ 1,2 — v, 2); we
then put v = p + £(p being a positive integer), and pass to the limit ¢ — 0,
resolving the indeterminacy by L’Hospital’s rule. A fairly lengthy calculation
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gives the following expansion:

Gla,a—p+1,—2)= sinrto;(-rl(;g]; —) 2%
= T(p)l(a + ) [¥(a+5) = ¥(p+s) (s +1)] ,
" {lm Flapa ), F(a)(s + p)T(s - 1) o

s=0

+ i(—l)“l F(gil;g(;(; S_E)(p) zs} . (d.17)

s=1

where 1 denotes the logarithmic derivative of the gamma function: ¥ (a =

I(a)/T(a).

§ e. The hypergeometric function

The hypergeometric function is defined in the circle |z| < 1 by the series

B af z  ala+1)B(B+1) 22

and for |z| > 1 it is obtained by analytical continuation of this series (see
(e.6)). The hypergeometric function is a particular integral of the differential
equation

z(1=2)u" 4+ [y —(a+ B+ 1)z]u — afu=0. (e.2)

The parameters o and 3 are arbitrary, while # 0, —1,—2,... The function
F(a, 8,7, z) is evidently symmetrical with respect to the parameters o and
$3.2T) The second independent solution of equation (e.2) is

Zl_vF(ﬂ—’y—Fl,Oé—")/—i—1,2—’}/,2);

it has a singular point at z = 0.
We shall give here for reference a number of relations obeyed by the
hypergeometric function.

2T) The confluent hypergeometric function is obtained from F(a, 3,7, 2) by taking the
limit -
F(O‘777z): lim F(a7ﬂ7777)
B—o0 ,6

The notations Fy («v, 8,7, z) for the hypergeometric function and 1 F («, v, z) for the con-
fluent hypergeometric function is also used in the literature. The subscripts to the left
and right of F' show the numbers of parameters in the numerators and denominators
respectively of the terms in the series.
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The function F(«, 3,7, z) can be represented for all z, if Re() > 0, as an
integral:

F(a,B,v,2) =

_ _%% ]{ (T (1=t (1 = )P, (e3)

taken along the contour C’ shown in Fig. 17. That this integral in fact
satisfies equation (e.2) is easily seen by direct substitution; the constant
factor is chosen so as to give unity for z = 0.

The substitution u = (1 — 2)?"*#u,; in equation (e.2) leads to an equa-
tion of the same form, with parameters v — a,y — 3,7 in place of «, 3,7y
respectively. Hence we have

F(Oé,ﬁ,")/,Z) = (1_’2)77&7[31_?(7_0577_57772) <e4)
both sides of this equation satisfy the same equation, and they have the same
value for z = 0.

The substitution ¢ — ¢/(1 — z + zt) in the integral (e.3) leads to the
following relation between hypergeometric functions with variables z and

z/(z1):

Fla,B,7,2) = (1 —2)"°F (a,7 - 8,7, ﬁ) ) (e.5)

The value of the many-valued expression (1 — z)~® in this formula (and
of similar expressions in all the following formulae) is determined by the
condition that the complex quantity which is raised to a power is taken with
the argument whose absolute value is least.

Next we shall give, without proof, an important formula relating hyper-
geometric functions with variables z and 1/z:

F(Q,ﬁ,’y,Z) = %(—2)_0117 (CY,OZ—Fl—’y,O(—{—l—B’é) +
LN (o — )

= ()P - —041 . (e
i once LR QSRR R S

This formula expresses F(«, 3,7, z) as a series which converges for |z| > 1,
i.e. it is the analytical continuation of the original series (e.1).
The formula

Iy —a—f)

F(a,B8,7,2) = F(’y—a)F(’y—ﬁ)F(a’ﬁ’Oé—{—B—i_l_7’1_Z>+
F(V)F(a—i_ﬁ _/7) y—a—
RORE) (1-—2) 5F(’y—a,’y—ﬁ,7+1—a—6,1—z).

(e.7)
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relates hypergeometric functions of z and 1 — z; again, the proof will not be
given here. Combining (e.7) with (e.6), we obtain the relations

F(a,B,7,2) = ?Egﬁ:ii:g;(l —2) °F (ayy—ﬁ,oﬂr 1-5, i) +
DO =) | s ey L
Fla, B, 2) LMy —a=F)

Ly =B)T(y — )

xzaF(a,ole—fy,a—i—ﬁ—i—l—’y,

z—1 (a4 6 —7)
) T )

X (1— 2B (1—ﬁ,’y—ﬁ,'y+1—a—6,'z;1>. (e.9)

Each of the terms in the sums on the right of equations (e.6)—(e.9) is itself a
solution of the hypergeometric equation.

If a (or B) is a negative integer or zero, &« = —n, the hypergeometric
function reduces to a polynomial of the nth degree, and can be represented
in the form

2177(1 _ Z)'y+nf,8 d»
Yy+1)...(y+n—1)dz"

These polynomials are the same, apart from a constant factor, as the Jacobi
polynomials, defined by

F<_n7ﬁ7’772) =

(271 = 2)P ] . (e.10)

1 2). .. 1 -

n! 2
(_]_)" —a —b d" a+n b+n
= G (1=2) (14 2) " [(L=2)" " (14 2)""] . (e11)
For a = b = 0, the Jacobi polynomials are the Legendre polynomials. For
n=0,P"" =1.

§ f. The calculation of integrals containing confluent
hypergeometric functions

Let us consider an integral of the form

v > —A\z vV
Jm—/o e V2'F(a, vy, kz)dz. (f.1)
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We assume that it converges. If this is so we must have Rev > —1 and
ReX > |Rek|; if «v is a negative integer, the latter condition can be replaced
by ReA > 0. Using for F(«,~,kz) the integral representation (d.9) and
effecting the integration over z under the contour integral, we have

1 T(1—a)l(3)

JU = —
“ 2 (v — )

AT (p 4 1) x
« 7{ () (L 1) (1 (/)
Using (e.3), we have finally
JL, =T+ DX Fla,v+1,7,k/\). (£.2)

In the cases where the function F(«,v + 1,7, k/)) reduces to a polynomial,
we have for the integral J; an expression in terms of elementary functions:

T = (1)) S - R, (£3)
L(v+ 1)\ + k)=t gr
Yy +1)...(y+n—1)d\"

Jv — (_1)n

—ny

A= R (£4)

o (—1)mn
Jam_km71<1_a)(Q—a)...(m—l—a)X

n

X {—(m — 1)!dd)\” AT = k)™ +
+nl(m—n—1)...(m—1A"H\ = k)" HTmnmax

dm—n—? m—a—1 a—1

here m,n are integers, with 0 <n < m — 2.
Next, let us calculate the integral

J, = / e RV F(—n, vy, k2)])? dz, (f.6)
0

where n is an integer and Re v > 0. To calculate this, we begin with a more
general integral having e™** instead of e™** in the integrand. We write one
of the functions F(—n,, kz) as a contour integral (d.9), and then integrate
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over z, using formula (f.3):

J A O el e e S

27
« 7{ (A — kit — B)r+n=v(—g)=mL(1 — £yrnly

n

I

(A= kt) ™" (X — kt — k)] dt.

The nth derivative with respect to A can evidently be replaced by a derivative
of the same order with respect to ¢; we then put A = k, and thereby return
to the integral J,,:

1T+ DT (v)T2(7)
2 I2?(y +n)kv

n

< (- e S (= O (0

By integrating n times by parts, we transfer the operator d"/dt" to the
expression (—t)77*71(1—¢)7™~1 and then expand the derivative by Leibniz’
formula. As a result, we obtain a sum of integrals, each of which reduces to
Euler’s well-known integral. We finally have the following expression for the
integral required:

B ['(v)n!
k(v 4+ 1) (y+n—1)

X{1+nzln(n—1)...(n—5)(7—1/—5—1)(7—1/—3)...(7—1/—1—5)}'

J, X

[(s+D2y(y+1)...(y+9)

It is easy to see that the integrals .J, are related by

(y=p—=1(y=p)...(y +p—1)
J’)’+P = k2p+1 J’V—I—IN (f8)

where p is any integer.
We similarly calculate the integral

J:/ e M R (o, y, k2)F (7, K 2)dz. (£.9)
0
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We represent the function F'(o/,v,k’z) as a contour integral (d.9), and inte-
grate over z, using formula (f.3) with n = 0:

1 T =a)l?(y)
2 T(y — o)

7§ (—8)=1(1 — ()'=1(\ — k) x
X (A — Kt —k)~*dt.

By the substitution ¢ — At/(k't + A — k'), this integral is brought to the
form (e.3), giving

J_FWMMN”Q—kY%A—HVwFQ%dm%A_Sg_%q>.@m)

If o (or ') is a negative integer, @« = —n, this expression can be rewritten,
using (e.7), as

_ POy +n—0)

T+l =)~ TR

AN =k — &)
u—kxx—mﬂ'ﬁlw

X F(—n,a/,—n+a +1—7,

Finally, let us consider integrals of the form

S / > k + k/ —1+s / /
JP(a,a') = exp | ———5—% DT (ayy, kz)F(dl,y — p, K z)dz.
0

(f.12)
The values of the parameters are supposed such that the integral converges
absolutely; s and p are positive integers. The simplest of these integrals,
JP(a, ), is by (£.10),

TP, ) = 2T (y)(k + k)™ (K — k) x
X (k? — k;’)fa F (Oé,og/a% _m) , (f.l?))
if o (or ) is a negative integer, & = —n, we can also write, by (f.11),
F -y —a'+1)...(y—a' +n-1)

00 —n.a) =27 (
Jylmmyal) =2 Yy +1)...(y+n—1)
X (=) (k+ K) 7 ( — K x

x F

k+”>2 (£.14)

kE—Fk

—n,a’,o/+1—n—’y,<
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The general formula for J3?(a, o) can be derived, but it is so complex that
it cannot be used conveniently. It is more convenient to use recurrence for-
mulae, which enable us to reduce the integrals J:7(a, a’) to the integral with
s =p = 0. The formula

-1
J(a,a!) = {17 a,a) = S @ Lo} (E15)

Y y—1

enables us to reduce J3P(a, ') to the integral with p = 0. The formula

S 4 y
JVHQ(O‘? o) = m{h(k — k)2 —ka+Ka— k’S]on(@a o)+

+5(y—1+5—2a)0 (') +2d/s T3 (o, 0+ 1)} (£16)

then makes possible the final reduction to the integral with s = p = 0.%%)

28) See W. Gordon, Annalen der Physik [5] 2, 1031, 1929.
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